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Abstract

In this paper, we propose a novel identity-based ran-
dom key pre-distribution scheme called the identity based
key pre-distribution using a pseudo random function
(IBPRF), which has better trade-off between communica-
tion overhead, network connectivity and resilience against
node capture compared to the other existing key pre-
distribution schemes. IBPRF always guarantees that
no matter how many sensor nodes are captured, the
secret communication between non-compromised sensor
nodes are still secure. We then propose an improved
version of our scheme in a large-scale hierarchical wire-
less sensor network. This improved approach has bet-
ter trade off among network connectivity, security, com-
munication, computational and storage overheads, and
scalability than the existing random key pre-distribution
schemes. The strength of the proposed IBPRF scheme
and its improved approach is establishing pairwise secret
keys between neighboring nodes with scantling commu-
nication and computational overheads. The improved
IBPRF approach further supports a large-scale sensor
network for the network connectivity. Through the anal-
ysis we show that the improved IBPRF scheme provides
better security and lower overheads than other existing
schemes.
Keywords: Identity-based key pre-distribution, key man-
agement, large-scale hierarchical networks, wireless sen-
sor network

1 Introduction

In a distributed wireless sensor network (DWSN), many
tiny computing nodes called sensors, are scattered in an
area for purpose of sensing some data and transmitting
data to nearby base stations for further processing. The
transmission between the sensors is done by short range
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radio communications. The base station is computation-
ally well-equipped whereas the sensor nodes are resource-
starved. Such networks are used in many applications
including tracking of objects in an enemy’s area for mil-
itary purposes, distributed seismic measurements, pollu-
tion tracking, monitoring fire and nuclear power plants,
tracking patients, engineering and medical explorations
like wildlife monitoring, etc. A survey on sensor networks
can be found in [1].

Data collected by sensor nodes need be encrypted be-
fore transmitting to neighboring nodes and base stations.
In order to protect the sensing data and the sensor read-
ings, symmetric cryptographic secret keys should be used
to encrypt the exchanged messages between communicat-
ing nodes in the network. Due to resource limitations as
well as vulnerability to physical capture of nodes, tradi-
tional public key security protocols (such as RSA [33],
Diffie-Hellman key exchange protocol [14], Elliptic Curve
cryptography (ECC) [34, 35], ElGamal cryptosystem [16])
are too complicated and energy-consuming for large-scale
wireless sensor networks. Moreover, trusted third-party
authentication schemes (e.g., Kerberos [24]) are also infea-
sible due to the unpredictable network topology, short ra-
dio transmission range and the intermittent operations of
wireless sensors. As a result, it is not viable to use public-
key cryptosystems in most resource constrained wireless
sensor networks. Hence, the symmetric cipher such as
DES/IDEA/RC5 [34, 35] is the viable option for encryp-
tion/decryption of secret data. But setting up symmetric
keys among communication nodes is a challenging task in
a sensor network.

The wireless nature of communication among the sen-
sors make sensor networks vulnerable to passive and ac-
tive attacks. For many applications, the low cost sensors
are often deployed in unattended target field which make
them physically insecure. The sensors are not considered
as tamper-proof devices because of their low-cost design
issue. Thus, one of the goals is to design a secure scheme
for pairwise key establishment to minimize the effect of
physical node capture in sensor networks.
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The following issues make secure communication be-
tween sensor networks different from traditional networks:

• Limited resources in sensor nodes: Each sensor node
contains a primitive processor featuring very low
computing speed and only small amount of pro-
grammable memory.

• Limited life-time of sensor nodes: Each sensor node
is battery-powered. Once the deployed sensor nodes
expire, it is necessary to deploy some fresh nodes for
continuing the data collection operation.

• Limited communication abilities of sensor nodes:
Sensor nodes have ability to communicate each other
and the base stations by the short range wireless ra-
dio transmission at low bandwidth and over small
communication ranges.

• Lack of knowledge about deployment configuration:
In most of the sensor networks applications, the post
deployment network configuration is not known a pri-
ori. As a result, it is unreasonable to use security
algorithms that have strong dependence on locations
of sensor nodes in a sensor network.

• Mobility of sensor nodes: Sensor nodes may be mo-
bile or static. If sensor nodes are mobile, they can
change the network configuration at any time.

• Issue of node capture: A part of the network may be
captured by the adversary. The resilience measure-
ment against node capture is computed by comparing
the number of nodes captured, with the fraction of
total network communications that are exposed to
the adversary not including the communications in
which the compromised nodes are directly involved.

The topology of sensor networks changes due to the
following three phases:

• Pre-deployment and deployment phase: Sensor nodes
can be deployed from the truck or the plane in the
sensor field.

• Post-deployment phase: Topology can change after
deployment because of irregularities in the sensor
field like obstacles or due to jamming, noise, available
energy of the nodes, malfunctioning, etc., or due to
the mobile sensor nodes in the network.

• Redeployment of additional nodes phase: Additional
sensor nodes can be redeployed at any time to replace
the faulty or compromised sensor nodes.

A protocol that establishes cryptographically secure
communication links among the sensor nodes is called the
bootstrapping protocol. Several key management schemes
have been proposed for sensor networks (see [3, 4, 37]
for surveys of this field), but most existing schemes are
not scalable or vulnerable to a small number of captured
nodes. Some methods [5, 6, 9, 10, 15, 17, 18, 26, 27,

32, 36, 38, 39] are already proposed in order to solve the
bootstrapping problem. Eschenauer and Gligor [18] pro-
posed the basic random key predistribution called the EG
scheme, in which each sensor is assigned a set of keys ran-
domly selected from a big key pool of the keys of the sen-
sor nodes. Chan et al. [6] proposed the q-composite key
predistribution and the random pairwise keys schemes.
For both the EG and the q-composite schemes, if a small
number of sensors are compromised, they may reveal to
compromise a large fraction of pairwise keys shared be-
tween non-compromised sensors. However, the random
pairwise keys predistribution is perfectly secure against
node captures, but there is a problem in supporting the
large network size. Liu and Ning’s polynomial-pool based
key predistribution scheme [27] and the matrix-based
key predistribution proposed by Du et al. [15] improve
security considerably as compared to that for the EG
scheme and the q-composite scheme. Liu and Ning pro-
posed an extended version [25] of the closest pairwise keys
scheme [25] for distributed static sensor networks. Their
scheme is based on the pre-deployment locations of the de-
ployed sensor nodes and a pseudo random function (PRF)
proposed by Goldreich et al. [19]. There is no communi-
cation overhead for establishing direct pairwise keys be-
tween neighbor nodes and the scheme is perfectly secure
against node capture.

The rest of the paper is organized as follows. In Sec-
tion 2, we discuss the network models in wireless sensor
networks. Section 3 gives a brief overview of some exist-
ing random key pre-distribution schemes. Section 4 in-
troduces our identity based random key pre-distribution
scheme called the identity based key predistribution using
a pseudo random function (IBPRF) in static sensor net-
works. In this section, we provide a theoretical analysis
for security and performances of our scheme and compare
the performances of our scheme with the existing schemes.
In Section 5, we provide an improved version of our ba-
sic scheme (IBPRF) for a large-scale hierarchical wireless
sensor network. In this section, we discuss the security
aspects and performances of this improved scheme and
we also compare our improved scheme with the existing
related schemes. Finally, Section 6 concludes the paper.

2 Network Models

Basically, there are two types of WSN architectures
available for wireless sensor networks. One is the hierar-
chical architecture and the other is the distributed flat
architecture.

Hierarchical wireless sensor networks: A hierarchi-
cal wireless sensor network (HWSN) is shown in Figure 1.
From this figure, we see that there is a hierarchy among
the nodes based on their capabilities: base stations, clus-
ter heads and sensor nodes. Sensor nodes are inexpen-
sive, limited capability and generic wireless devices. Each
sensor has limited battery power, memory size and data



International Journal of Network Security, Vol.14, No.1, PP.1–21, Jan. 2012 3

processing capability and short radio transmission range.
We assume that after deployment of the sensor nodes,
they become static. Sensor nodes form a cluster, com-
municate each other in that cluster and finally communi-
cate with the cluster head (CH). We further assume that
communication between sensor nodes in a cluster exists.
Cluster heads have more resources than sensors. They are
equipped with high power batteries, large memory stor-
age, powerful antenna and data processing capabilities.
Cluster heads can execute relatively more complicated nu-
merical operations than sensors and have much larger ra-
dio transmission range than sensor nodes. Cluster heads
can communicate with each other directly and relay data
between its cluster members and the base station. For
example, the cluster heads can be PDAs and the sensor
nodes are the MICA2-DOT motes [21]. A base station or
sink node (BS) is typically a gateway to another network,
a powerful data processing/storage center, or an access
point for human interface. A base station collects sensor
readings, perform costly operations on behalf of sensor
nodes and manage the network. In some applications,
the base station is assumed to be trusted and tamper re-
sistant. Thus, the base station is used as key distribution
center (KDC). Sensor nodes are deployed around one or
more hop neighborhood of the base station. The base
station can reach all the sensor nodes in a network. De-
pending on the applications, the base station (BS) can be
located either in the center or at a corner of the network.
Data flow in such networks can be: (1) pairwise (unicast)
among sensor nodes, (2) group-wise (multicast) within a
cluster of sensor nodes, and (3) network-wise (broadcast)
from base station to sensor nodes.
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Figure 1: A hierarchical wireless sensor network (HWSN)
architecture.

Distributed wireless sensor networks: A distributed
wireless sensor network (DWSN) is shown in Figure 2.
There is no fixed infrastructure and network topology is
not known prior to deployment of the sensor nodes in the
target field. Sensor nodes are usually deployed all over
the target area randomly. After deployment sensor nodes
form an infrastructure-less multi-hop wireless communi-
cation between them and data is routed back to the base
station. Data flow in DWSN is similar to data flow in
HWSN with a difference that network-wise (broadcast)

flow takes place by every sensor node in the network.

Sink Node / Base Station

Sensor Nodes

Figure 2: A distributed wireless sensor network (DWSN)
architecture.

3 Overview of Existing Random
Key Pre-distribution Schemes

In this section, we briefly describe the following existing
random key pre-distribution schemes in distributed wire-
less sensor networks.

Eschenauer and Gligor first proposed a random key
predistribution scheme (henceforth referred to as the EG
scheme) [18]. Before the sensor nodes are deployed, a key
predistribution phase is performed by the key setup server
in offline. In this phase, a large pool (set) K of M keys is
generated by the key setup server. Each key can be also
assigned a unique short key identifier in the key pool K.
For each sensor node, m keys are randomly selected from
the key pool K and stored into the node’s memory. This
set of m keys is called the node’s key ring. The number of
keys in the key pool, M , is chosen such that two random
subsets of size m will share at least one key with some
probability p. After deployment of sensor nodes in a tar-
get field, each node performs a direct key establishment
phase (also called the shared key discovery phase). In this
phase, after locating all physical neighbors in the commu-
nication range by each sensor node, they broadcast the
list of key identifiers of their key rings to their neighbors.
Once nodes discover that they have a shared key in their
key rings, they then verify that their neighbor actually
holds the key through a challenge-response protocol. The
path key establishment phase is an optional phase only
applied after the direct key establishment phase. If two
neighbor nodes are not able to establish a direct key, they
can discover a secure multi-hop path between them. Once
the path is discovered, a new randomly generated key is
transmitted along that path. Finally, both nodes store
this newly established key for their direct communication
in future.

An improved alternative of the path key establishment
phase is given in [9]. The basic idea behind the improved
proposed scheme is that due to the random selection of
keys for the key rings of the sensor nodes, there remain
some unused keys in each key ring, which are of no use
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for establishing secure links with the physical neighbors.
Now, an unused key, say k in the key ring of a sensor node
u may help another node v in order to establish a secure
link between v and its physical neighbor w with which it
does not currently share a secret key. As a result, once a
secure u − v path between u and v is established by the
initiating node u, then transmitting k securely from u to v
along the discovered path achieves this goal. Hence, using
this key k, two neighbor nodes v and w can easily establish
a new pairwise key k for their future secret communica-
tion. This scheme has better trade-off between overheads
(communication and computational overheads), network
connectivity and also resilience against node compromise
than the path key establishment. In this scheme, bet-
ter connectivity allows one to start with bigger networks
and/or bigger key pool sizes, both leading to better secu-
rity against node capture.

The analysis of the EG scheme shows that the net-
work connectivity depends on the key pool size M for a
fixed key ring size m. The network connectivity increases
when the key pool size is small. Since the m keys of a key
ring for a sensor node are selected from the key pool K
randomly without replacement, the same key may be re-
peated for several pair of neighbor nodes throughout the
network. Thus, if the size M of the key pool K is chosen
to be smaller, the network connectivity increases which in
turn degrades the resilience against node capture. In this
scheme, even if the number of captured nodes is small,
the gathered information of those captured nodes reveal
a large fraction of total communication in the network
when the key pool size is small. Further, the maximum
supported network size for this scheme is rather small in
order to be resilient against node capture attack.

In order to improve the resilience against node cap-
ture, Chan et al. proposed several modifications of the
EG scheme. The q-composite scheme is a modification
of the EG scheme proposed by Chan et al. [6] which re-
quires q common keys (q > 1), instead of just one. In
this scheme, a direct key kuv between two neighbor nodes
u and v is generated as the hash of all shared keys, that
is, kuv = H(k1|| k2|| · · · ||kq′), where H is a secure one-
way hash function (for example H = SHA-1 [20]) and k1,
k2, . . . , kq′ are the q′ common keys in their key rings.
By increasing the amount of key overlap required for key
establishment, the resilience against node capture is im-
proved when compared to the EG scheme when the num-
ber of captured nodes is small. However, in this scheme
the maximum supported network size is also rather small
in order to be resilient against node capture attack.

The random pairwise keys scheme was another modifi-
cation of the EG scheme proposed by Chan et al. [6]. If m
be the size of the key ring of each sensor node and p the
probability that any two nodes be able to communicate
securely, then in the key predistribution phase, a total of
n = m

p unique node identifiers are generated. Here the
actual size of the network may be smaller than n. For
each sensor node to be deployed, a set of m other ran-
domly selected distinct node IDs and a pairwise key is

generated for each pair of nodes. The key is stored in
both nodes’ key rings along with the ID of the other node
that also knows the key. In the direct key establishment
phase, each node broadcasts their own IDs to their neigh-
bor nodes in communication ranges. If the ID of a neigh-
bor node is found in a node’s key ring, they share a com-
mon pairwise key for communication. A cryptographic
handshake is then performed between neighbor nodes for
mutual verification of the common key. Since the pair-
wise key between two nodes is generated randomly, no
matter how many nodes are captured by an adversary,
the other non-compromised nodes communicate with each
other with 100% secrecy. Thus, the random pairwise
keys scheme provides perfect security against node cap-
ture. We note that no computational overhead is required
for this scheme in order to establish secret keys between
them. Though this scheme provides unconditional secu-
rity against node capture and requires minimal communi-
cation and computational overheads, it does not support
a large-scale network in order to achieve a decent network
connectivity.

The polynomial-based key pre-distribution scheme pro-
posed by Blundo et al. in [2] which achieves unconditional
security and t-collision resistant property is described as
follows. In the key pre-distribution phase, an offline key
setup server assigns unique identifiers to all the sensor
nodes to be deployed in a target field and then gener-
ates randomly a t-degree symmetric bivariate polynomial
f(x, y), defined by f(x, y) =

∑t
i,j=0 aij xi yj , where the

coefficients aij (0 ≤ i, j ≤ t) are randomly chosen from
a finite field GF (q), q is a prime that is large enough to
accommodate a symmetric cryptographic key, with the
property that f(x, y) = f(y, x). For each sensor node
u to be deployed, the setup server computes a polyno-
mial share f(u, y) =

∑t
j=0 gj yj , where gj = aij ui (mod

q). We note that f(u, y) is a t-degree univariate poly-
nomial. The setup server finally loads the coefficients
gj of yj of f(u, y) in the memory of the sensor node
u. In the direct key establishment phase, if a node u
wants to establish a secret key with its physical neigh-
bor v, they exchange their own ids. After receiving the
id of the node v, u computes the secret key shared with
v as kuv = f(u, v). Similarly, v computes the secret key
shared with u as kuv = f(v, u). Since f(u, v) = f(v, u),
both the nodes u and v store the key kuv for their future
secret communication. The advantage of this scheme is
that any two neighbor nodes can establish a secret key
using the same symmetric bivariate polynomial f(x, y),
and there is no communication overhead during the pair-
wise key establishment process. The main drawback is
that if more than t nodes in the network are compro-
mised by an adversary, he/she easily reconstructs the orig-
inal polynomial using the Lagrange Interpolation [22]. As
a result, all the pairwise keys shared between the non-
compromised nodes will also be compromised. Thus, this
scheme is unconditionally secure and t-collusion resistant.
Although increasing the value of t can improve the secu-
rity property of this scheme, but it is not feasible for wire-
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less sensor networks due to the limited memory in sen-
sors. In order to improve the resilience against node cap-
ture of the polynomial-based key pre-distribution scheme,
Liu and Ning proposed the polynomial-pool based key
pre-distribution scheme [27]. The polynomial-pool based
key pre-distribution scheme has significantly better re-
silience against node capture as compared to that for the
polynomial-based key pre-distribution scheme. Moreover,
the resilience against node capture for the polynomial-
pool based key pre-distribution scheme is much better
than that for the EG scheme and q-composite scheme.

An efficient random key distribution scheme using two
disjoint key pools approach has been proposed in [10]. In
this scheme, the first key pool is used for initial deploy-
ment phase and the second one for dynamic node addition
phase. This scheme provides high network connectivity
and better resilience against node capture as compared
to that for the existing schemes [6, 13, 17, 18, 27, 39].

In the existing random pre-distribution schemes [6,
18, 27], the attacker can easily fabricate fake nodes with
identity of his choice with the same set of key information
of the captured nodes. This is possible because in those
schemes there is no defined relationship between the node
id and the ids of the keys possessed by each sensor node.
In order to improve the resilience against active attacks
(such as node fabrication attack), an identity-based ef-
ficient random key pre-distribution scheme [8] has been
proposed. In this scheme, there is always a relationship
between the node id and the ids of the keys generated by
each sensor. Due to this property, this scheme achieves
significantly better resilience against node fabrication at-
tack as compared to that for the existing random key
pre-distribution schemes [6, 18, 27].

The low-energy key management scheme (LEKM) [23]
and improved key distribution mechanism (IKDM) [7]
have been proposed in hierarchical WSNs. No communi-
cation between sensor nodes exist for LEKM and IKDM in
the network, whereas the sensor nodes in a cluster directly
communicate with the cluster head in that cluster only.
These schemes have better performances than the ran-
dom key distribution schemes [6, 18], because hierarchi-
cal structure has used for those schemes. LEKM requires
less key storage overhead than the random schemes [6, 18].
The main drawback of LEKM is that once a cluster head
in a cluster is captured, all the keys in sensors of that
cluster are compromised. Though IKDM requires only
two secret keys to be stored in each sensor’s memory, once
a cluster head in a cluster is captured after the network
initialization phase, all the keys stored in sensors in that
cluster are directly compromised. Recently, Paterson and
Stinson [31] outlined two attacks on IKDM. They showed
that their attacks can result in the compromise of most
if not all of the sensor node keys after a small number
of cluster heads are compromised. The basic problem in
LEKM and IKDM is that all the sensors in a cluster com-
municate directly with the cluster head only.

Liu and Ning proposed an extended version of the clos-
est pairwise keys scheme [25] for distributed static sen-

sor networks which is based on the security of a pseudo-
random function (PRF). The basic idea behind their ex-
tended scheme is that for each sensor u, the setup server
first randomly generates a master key Ku (master key
is shared with the base station only), and selects a set
S = {v1, v2, . . . , vc} of c other sensor nodes whose ex-
pected locations are closest to that of u. Then for each
v ∈ S, the setup server generates a pseudo random num-
ber ku,v = PRFKv

(u) as the pairwise key shared between
u and v, where Kv is the master key for v. The gener-
ated c key-plus-id combinations {(ku,vi , vi), 1 ≤ i ≤ c}
are loaded into the memory of the node u before its de-
ployment. As a result, for each v ∈ S, node u stores the
pairwise key ku,v , while node v can compute the same
key with its own master key and the ID of node u. This
scheme has better network performances when the deploy-
ment error between the expected location and the actual
location of nodes is small. However, this scheme essen-
tially degrades to a random scheme when the deployment
error is significantly large.

The group-based deterministic key distribution mech-
anism [11] proposed by Das and Sengupta is based on
bivariate polynomials. In this scheme, every sensor node
in a group can establish a secret key with its neighbor
nodes (including its group head). This deterministic key
distribution provides very high network connectivity and
also unconditional security against node capture. It pro-
vides better security against group head node capture as
compared to that for LEKM and IKDM. However, there
is a limitation on the number of nodes to be deployed
in each group in order to make the scheme unconditional
security against node capture attack.

4 Identity-based Key Pre-
distribution Using a Pseudo
Random Function (IBPRF)

The bootstrapping protocol for the random key predistri-
bution schemes [6, 18, 27] incurs much more communi-
cation overhead for establishing direct pairwise keys be-
tween sensor nodes in a sensor network. Thus, more com-
munication overheads make the resource-constrained sen-
sor networks to spend more energy consumption.

Our main goal is to design an energy-efficient protocol
which will substantially reduce communication and com-
putational overheads for establishing direct pairwise keys
between neighbor sensors during direct key establishment
phase of the bootstrapping. In order to achieve this goal,
we introduce a new scheme called the identity based key
predistribution using a pseudo random function (IBPRF)
in a distributed static wireless sensor network (DWSN)
as shown in Figure 2. We assume that sensor nodes are
static after deployment in a target field.

IBPRF is motivated by the following considerations.
In the random pairwise keys scheme [6], if we want to
add a new sensor node u after initial deployment, the
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(key) setup server (i.e., the base station) has to select
randomly a set of m existing sensor nodes’ ids, say, idv1 ,
idv2 , . . ., idvm

. We note that the existing nodes are al-
ready deployed in the sensor network. The setup server
then generates a distinct pairwise secret key, say ku,vi

for
each pair of the newly deployed node u and the existing
node vi (i = 1, 2, . . ., m). The m key-plus-id combina-
tions are stored in the key ring of the newly deployed node
u. Since the m existing nodes do not have these newly
generated pairwise keys with the newly deployed node
u, we have to load these generated key-plus-id combina-
tions to the randomly chosen existing nodes’ key rings.
Thus, in this scheme to add a new sensor node after de-
ploying in the sensor network, the setup server has to
inform a number of existing sensors in the network for
storing the newly generated key-plus-id combination with
the newly deployed node about the addition of the new
sensor, which may significantly introduce communication
overhead. In this paper, to overcome this problem we pro-
pose the novel IBPRF scheme which achieves better net-
work performances in the network so that (1) the storage
overhead in each sensor node is small and fixed no matter
how the sensors are deployed and (2) no extra communi-
cation overhead is introduced during the addition of new
sensor nodes.

IBPRF has the following interesting properties:

• There is negligible amount of communication over-
head during direct key establishment phase for es-
tablishing direct pairwise keys between sensors.

• There is negligible amount of communication over-
head during the addition of new sensor nodes.

• IBPRF is perfectly resilient against node capture.
This means that no matter how many sensor nodes in
the network are captured, the non-compromised sen-
sor nodes communicate with each other with 100%
secrecy.

IBPRF is based on the following two ingredients:

• An efficient pseudo-random function (PRF) (For ex-
ample, as in [8] a PRF function proposed by Goldre-
ich et al. in 1986 [19]).

• A master key (MK) shared between each sensor node
and the base station (BS).

4.1 Different Phases

The different phases for this scheme are described as fol-
lows.

4.1.1 Key Pre-distribution Phase

Let N be a pool of the ids of n sensor nodes in a sensor
network. Assume that each sensor node u is capable of
holding a total of m + 1 symmetric cryptographic keys in
its key ring KeyRingu. The key predistribution has the
following steps:

Step 1. For each sensor node u, the key setup server ran-
domly generates a master-key MKu which will be
shared with the sensor node u and the base station
(BS) only.

Step 2. For each sensor node u, the key set up server
also assigns a unique identifier, say, idu.

Step 3. For each sensor node u, the key setup server
selects a set S = {idv1 , idv2 , . . . , idvm

} of m ran-
domly selected ids of sensor nodes from the pool
N . For each idvi

∈ S (i = 1, 2, . . . ,m), the
key setup server generates a symmetric key ku,vi =
PRFMKvi

(idu||idvi) as the secret pairwise key shared
between the nodes u and vi, where MKvi

is the
master key for vi. The key-plus-id combination
(ku,vi , idvi) is stored in u’s key ring KeyRingu. We
note that each node vi easily computes the same se-
cret key ku,vi

using its own master key MKvi
and

the ids of nodes u and vi.

Finally, the key ring KeyRingu of each sensor node u
is loaded with the following information: (1) the identifier
idu of the node u, (2) its own master key MKu, and (3)
a list of m key-plus-id combinations {(ku,vi , idvi), i = 1,
2, . . . , m} calculated in Step-3.

4.1.2 Direct Key Establishment Phase

After deployment of sensor nodes in a deployment area
(i.e., target field), sensor nodes will establish direct pair-
wise keys between them. Each sensor node first locates
its all physical neighbors. Nodes u and v are called physi-
cal neighbors if they are within the communication range
of one another. They are called key neighbors if they es-
tablish a secret pairwise key. They are direct neighbors if
they are both physical neighbors as well as key neighbors.
This phase has the following steps:

Step 1. After identifying the physical neighbors by each
sensor node u, it can easily verify which ids of its
physical neighbors exist in its key ring KeyRingu.
If u finds that it has a pre-calculated pairwise key
ku,v = PRFMKv (idu||idv) with its neighbor node v,
it informs sensor v that it has such a key. This notifi-
cation is done by sending a short message containing
the id of node u that it has such a key. We note at
this point that this message never contains the exact
value of the key ku,v.

Step 2. On receiving such a notification message by the
node v, it easily calculates the secret shared pairwise
key ku,v = PRFMKv (idu||idv) using its own master
key MKv and its own id idv as well as the id idu

of the node u. Node v stores this key kuv for future
secret communication with the node u.

In this way, every node can establish pairwise secret
keys with its neighbor nodes in its own communication
range.
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Remark 1: It is noted that two keys ku,vi or kvi,u can be
possible between two neighbor nodes u and vi (as in Step-
3 of Section 4.1.1). To tackle this issue during the direct
key establishment phase, we use the following strategy.
After exchanging the ids idu and idvi

between the nodes u
and vi, if vi first sends a notification to u that it is sharing
a key with u, then u must compute the key kvi,u using its
own master key MKu and the id idvi and stores it along
with the id idvi

in its memory. Hence, even the id idvi
is

present in the key ring of node u, it must not send any
further notification to node vi for key establishment. A
similar situation will be taken care by the node vi when
it first receives the notification from u. This leads no
additional computational complexity in such scenario.

4.1.3 Path Key Establishment Phase

This is an optional stage, and if executed, adds to the con-
nectivity of the network. After direct key establishment,
if the connectivity is still poor, nodes u and v which are
physical neighbors not sharing a pairwise key, can estab-
lish a direct key between them as follows.

Step 1. u first finds for a path 〈u = u0, u1, u2, . . . , uh−1,
uh = v〉 such that each (ui, ui+1) (i = 0, 1, 2, . . . ,
h− 1) is a secure link.

Step 2. u generates a random number k′ as the shared
pairwise key between u and v and encrypts it using
the shared key ku,u1 between u and u1, and sends to
node u1.

Step 3. u1 retrieves k′ by decrypting the encrypted key
using ku,u1 and encrypts it using the shared key
ku1,u2 between u1 and u2 and sends to u2.

Step 4. This process is continued until the key k′ reaches
to the desired destination node v.

Nodes u and v use k′ as the direct pairwise key shared
between them for their future secret communication.

The main issue in this phase is the path discovery
problem, which specifies how to find a secure path
between two sensor nodes. One approach (as stated
in [27]) to discover a path between a source node and a
destination node is that the source node picks a set of
intermediate nodes with which it has established direct
keys. The source node then sends requests to its all these
intermediate nodes. Now, if one of these intermediate
nodes can establish a direct key with the destination
node, a secure path will be discovered. Otherwise, this
process continues with the intermediate nodes forwarding
the request further. We thus note that the discovery of
a secure path between two nodes is similar to a route
discovery process used to establish a route between two
nodes. Since this process involves more communication
overhead and computational overhead to establish a
pairwise key between nodes as the number h of hops of
the path increases, in practice h = 2 or 3 is restricted.

Remark 2: In sensor networks, each node establishes
direct keys with their neighbor nodes only rather than
with every other nodes in the network. The time needed
to complete the direct key establishment phase is actually
short. We may then believe that the sensor nodes can be
fairly well protected during the path key establishment
phase when it is performed in the network initialization
phase. The secure bootstrapping is thus necessary in
order to apply the path key establishment phase. On
the other hand, if the path key establishment phase is
executed after the network initialization phase, com-
promise of intermediate nodes of a secure path exposes
the established path key to an attacker and hence the
network resilience against node capture attacks degrades
(resilience against node capture attacks for the path key
establishment phase is given in Section 4.2.5).

Remark 3: It may be the case that both the neighbor
nodes u and v initiate the path key establishment phase
concurrently for establishing a common path key between
them. To minimize the wastage of resources and reduce
the complexity, the following strategy can be employed.
In order to establish a path key between two neighbor
nodes u and v, they first discover a secure path between
them. If both the nodes have discovered secure paths
between them, then only the minimum hop path will be
considered for path key establishment for secure transmis-
sion of the path key. Again if the two paths are of equal
length, then one path discovered by a node will be taken
into consideration such that the identifier of that node is
greater than the other’s identifier.

4.1.4 Dynamic Sensor Node Addition Phase

Sometimes nodes can be compromised or damaged.
Therefore, it is necessary to redeploy some new fresh
nodes in the network to continue the security services.

A centralized node revocation method was proposed
by Eschenauer and Gligor [18]. In their method, when
the base station detects a misbehaving node, it broad-
casts a message to revoke that node. A localized mech-
anism for sensor network node revocation was proposed
by Chan, Perrig and Song [6]. In this approach, nodes
can revoke their neighbors. The Sybil attack in sensor
network has been analyzed and described by Newsome et
al. [29]. Further, a mechanism for distributed detection of
node replication attacks in sensor networks was proposed
by Parno et al. in [30]. We thus assume that the compro-
mised (captured) nodes can be detected and as a result,
the base station knows the ids of the compromised nodes
in the network.

In order to add a new sensor node u, the key setup
server selects a set S of m randomly selected ids of sensor
nodes from the pool N . The key setup server randomly
generates a master key MKu for node u and also assigns
a unique id idu (must be different from the ids of compro-
mised nodes). For each sensor node id idv ∈ S, the key
setup server picks up its master key MKv and computes
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the secret key ku,v = PRFMKv (idu||idv) as the shared se-
cret pairwise key between nodes u and v, and distributes
the key-plus-id combination (ku,v, idv) to the key ring of
u. After deployment of sensor node u, it establishes di-
rect pairwise keys using direct key establishment phase of
IBPRF with its physical neighbors for which the ids of
those neighbors are in u’s key ring KeyRingu.

4.2 Analysis of the IBPRF Scheme

In this section, we compute the network connectivity of
our scheme during both direct key establishment and path
key establishment phases. We then analyze communica-
tion overhead, computational overhead and finally secu-
rity analysis of our scheme.

4.2.1 Probability of Establishing Direct Keys Be-
tween Neighbor Nodes

Let p be the probability that two physical neighbors
can establish a direct pairwise key. In order to estab-
lish a secret pairwise key between two neighbor nodes,
both of them will initiate the direct key establishment
procedure. For the derivation of p, we note that two
physical neighbors u and v can establish a pairwise key
if any one of the following conditions is satisfied: (1)
the identifier idv of the node v must be resident in the
key ring of node u along with the pre-calculated pair-
wise key ku,v = PRFMKv (idu||idv), and (2) the iden-
tifier idu of the node u must be resident in the key
ring of node v along with the pre-calculated pairwise key
ku,v = PRFMKu(idu||idv). Let p′ denote the probability
that the id of a node will be resident in another node’s key
ring. The total number of ways to select m ids from the
pool N of size n is (n

m). For a fixed key ring KeyRingu

of node u, the total number of ways to select KeyRingv

of a node v such that KeyRingv does not have the id of
u is (n−1

m ). Thus, we have,

p′ = 1− (n−1
m )
(n
m)

=
m

n
.

We then have, p = 1− (probability that none of u and v
establish a pairwise key). Hence, we obtain,

p = 1− (1− p′)2 ≈ 2 p′, if p′ is small. (1)

We note that p strictly depends on the network size n
and the key ring size m. The network connectivity for
our scheme (IBPRF) for different values of the key ring
sizes is shown in Figure 3. It is clear from this figure that
when the network size is small, IBPRF provides better
connectivity. Although increasing the size m of the key
ring can improve the network connectivity of IBPRF, it
is not suitable for wireless sensor networks due to the
limited memory size of sensors (a typical example is that a
sensor node can store 200 cryptographic keys). Therefore,
IBPRF works well when the network size is reasonable.

 1000  2000  3000  4000  5000

Number of nodes (n)

IBPRF(m=100)
IBPRF(m=150)
IBPRF(m=200)

Figure 3: The probability p that two sensors establish a
direct pairwise key v.s. the network size n, with m =
100, 150, 200.

4.2.2 Probability of Establishing Keys Using h-
hop Path Key Establishment

Let d be the average number of neighbor nodes that each
sensor node can contact. It follows from the similar anal-
ysis in [27] that the probability of two sensor nodes estab-
lishing a pairwise key (directly or indirectly) is

p1 = 1− (1− p)(1− p2)d.

If ph is the probability that two neighbor sensor nodes
can establish a key using a h-hop path key establishment
phase, it is easy to deduce that

ph = 1− (1− ph−1)(1− p.ph−1)d for all h ≥ 1, (2)

where p0 = p.
The network connectivity probabilities for path key es-

tablishment with h-hop (h = 1, 2, 3) are plotted in Fig-
ure 4. From this figure it is also clear that one can achieve
better connectivity after executing this stage even if the
network is almost disconnected initially. Of course, one
has to sacrifice some degradation of communication and
computational overheads for this case.

4.2.3 Communication Overhead

For establishing a pairwise key between two sensor nodes
u and v during the direct key establishment phase, if one
of them, say u, has the id of other node v in that node’s
key ring, then that node sends a request message to node
v that its key ring contains the shared key between them.
Hence, the communication overhead during the direct key
establishment phase involves only one short message for
informing the other node that it has a pairwise key.

We now focus on the communication overhead required
during the path key establishment phase of our basic
scheme, IBPRF. We note that the path key establishment
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is a complicated procedure in order to establish a secure
h-hop path 〈u = u0, u1, u2, . . . , uh−1, uh = v〉 between two
neighbor nodes u and v, such that each (ui, ui+1) (i = 0,
1, 2, . . . , h − 1) is a secure link. It is already stated in
Subsection 4.1.3 that the path key establishment phase is
similar to route discovery phase used to establish a route
between two nodes. In this paper, we assume that both
nodes u and v know a secure h-hop path, that is, we
assume that a secure h-hop path exists between u and
v. Here we only compute the number of messages to be
transmitted along this secure established h-hop path in
order to establish a secret key between u and v. We also
assume that no retransmissions of messages are required.

 1.5  2  2.5  3

number of hops (h)

d = 20

d = 60

d = 100

Figure 4: The probability ph of establishing a pairwise key
during h-hop path establishment phase v.s. the number
h of hops in the path, with m = 200, n = 5000 and
d = 20, 60, 100.

For 1-hop path key establishment, node u can establish
a secret key with its neighbor node v via a secure path
〈u, u1, v〉. In this case, u first generates randomly a secret
key k, encrypts it using the key shared between u and
u1, and sends it to node u1. Node u1 then decrypts the
encrypted key using the key shared between u and u1,
encrypts the key k using the key shared between u1 and
v, and finally sends to node v. v decrypts the encrypted
key using the key shared between u1 and v.

After this, a cryptographic handshake may be per-
formed between u and v for mutual verification of the
common key k. For this purpose, v first sends a chal-
lenge message encrypted by the key k to node u. In reply,
node u responses with an acknowledgment that it shares
the same common key k as v has. Thus, the total num-
ber of messages to be transmitted for this is 2 + 2 = 4.
In general, the total number of messages to be trans-
mitted during the h-hop path key establishment phase is
(h+1)+2 = h+3 and hence the communication overhead
due to only transmission of messages along an established
secure h-hop path for establishing a secret key between u
and v requires h + 3 messages.

4.2.4 Computational Overhead

It is clear that for establishing a pairwise key between two
sensor nodes during the direct key establishment phase,
the computational overhead for a node is due to single
efficient PRF operation. For the computational over-
head analysis for the path key establishment phase, we
assume that already a secure h-hop path exists between
two neighbor nodes u and v. We further assume that no
retransmissions of messages are required.

In the analysis of computational overhead due to h-
hop path key establishment phase, we only consider the
number of encryptions and decryptions to be carried out
by the nodes along with the secure path. In case of 1-
hop path key establishment, node u can establish a secret
key with its neighbor node v via a secure path 〈u, u1, v〉.
We thus note that node u requires one encryption, the
intermediate node u1 requires two encryption/decryption,
and finally node v requires one decryption.

If a cryptographic handshake is performed between u
and v for mutual verification of their established com-
mon key, node v only requires one encryption of a chal-
lenge message using the common key. In this way, the
total number of encryptions and decryptions required is
4 + 1 = 5 and hence, in general, the total number of
encryptions and decryptions required for h-hop path key
establishment phase is 2(h + 1) + 1 = 2h + 3. As a result,
the computational overhead due to only encryptions and
decryptions by the nodes along an established secure h-
hop path for establishing a secret key between u and v is
2h + 3.

We now compute the total number of encryp-
tions/decryptions per node on an average during the path
key establishment phase. Let p and ph denote the proba-
bilities that two neighbor nodes can establish a pairwise
secret key during the direct key establishment phase and
path key establishment phase respectively. The formulas
for p and ph are given in Equations (1) and (2) respec-
tively. Let there be n sensor nodes deployed in the net-
work and each node have in average d physical neighbors
in its communication range. Then the network can be
model as an undirected graph having n nodes and each
node having degree d, and thus the total number of di-
rect communication links in the network is

∑n
i=1 d

2 = nd
2 .

The number of secure links formed during the direct key
establishment phase is nd

2 × p.
Out of the remaining nd

2 × (1 − p) links, the secure
links formed during the path key establishment phase us-
ing secure h-hop paths becomes nd

2 × (1 − p) × ph. We
note that for establishing a secure direct link using h-hop
secure path between two neighbor nodes is 2h+3 encryp-
tions/decryptions.

The total number of encryptions/decryptions required
by the nodes in the network for establishing path keys
becomes nd

2 × (1 − p) × ph × (2h + 3). Hence, the av-
erage number of encryptions/decryptions per node due
to h-hop path key establishment phase turns out to be
nd
2 ×(1−p)×ph×(2h+3)

n = d
2 × (1− p)× ph × (2h + 3).
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4.2.5 Resilience Against Node Capture Attack

The security of IBPRF depends on the followings: (1)
the security of PRF [19], and (2) a node’s master key MK
which is shared with the base station. In this section, we
discuss the security of our scheme in the following two
cases.

Resilience against node capture attack for the
direct key establishment phase: In this case, we
calculate the resilience against node capture attack when
only the direct key establishment phase is executed by
the deployed sensor nodes. Based on the security of the
PRF function [19], if a node’s master key is not disclosed,
no matter how many pairwise keys generated by this
master key are disclosed, the task is still computationally
difficult for an adversary to recover the master key as
well as the non-disclosed pairwise keys generated with
different ids of sensor nodes. Since each pre-distributed
pairwise key between two sensor nodes is generated
using PRF function randomly, no matter how many
sensor nodes are captured, the direct pairwise keys
between non-captured nodes are still secure. In other
words, node compromise does not eventually lead to
compromise of the direct pairwise keys between the
other non-captured nodes, that is, any two non-captured
neighboring nodes communicate with 100% secrecy. In
this way, IBPRF provides perfect security against node
capture, that is, IBPRF is unconditionally secure against
node capture during the direct key establishment phase.
If Pe(c)direct−key is the probability that the adversary
can decrypt the secret communications between u and
v when c sensor nodes are already compromised dur-
ing the direct key establishment phase, then we have
Pe(c)direct−key = 0.

Resilience against node capture attack for the path
key establishment phase: We now calculate the re-
silience against node capture attack if the optional path
key establishment phase is executed by the nodes after
the direct key establishment phase in order to increase
the network connectivity. Consider a secure h-hop path
〈u = u0, u1, u2, . . . , uh−1, uh = v〉 between two neighbor
nodes u and v through which u and v can establish a
pairwise direct secret key between them. The secure link
(u, v) is compromised by an attacker if either of its end
points u and v are compromised, or any one of the in-
termediate nodes u1, u2, . . . , uh−1 is compromised. If a
fraction f of sensor nodes are captured by an attacker in
the network during the path key establishment phase, the
probability that the secure link (u, v) is compromised is
1− (probability that the link (u, v) is not compromised) =
1− (1−f)h+1. Let p and ph denote the probabilities that
two neighbor nodes can establish a pairwise secret key
during the direct key establishment phase and path key
establishment phase respectively. The formulas for p and
ph are given in Equations (1) and (2) respectively. Let
there be n sensor nodes deployed in the network and each

node have in average d physical neighbors in its communi-
cation range. The total number of secure links in the net-
work is nd

2 ×p+ nd
2 ×(1−p)×ph. Now, out of these secure

links, nd
2 × p links are already secure even if the attacker

captures a fraction of f of nodes in the network. Only
the secure links formed during the path key establishment
phase are affected due to capture of a fraction f of nodes
in the network by the attacker. Hence, the attacker can
compromise only nd

2 × (1−p)×ph× (1− (1−f)h+1) links
in the network and the rest links are secure. As a result,
the resilience against node capture during the h-hop path
key establishment phase due to capture of a fraction f of
sensor nodes in the network can be estimated as

Pe(c)path−key =
nd
2 × (1− p)× ph × (1− (1− f)h+1)

nd
2 × p + nd

2 × (1− p)× ph

= (1− p

p + (1− p)× ph
)

×(1− (1− f)h+1). (3)

The resilience against node capture during the path key
establishment phase for our scheme in shown in Figure 5.
We note that the resilience is good for a small number of
captured nodes. However, when the number of capture
nodes increases, the resilience also decreases along with
the number of hops in the path key establishment phase.
Thus, to keep the resilience to be higher we can make
a better trade-off between the number of hops applied
during path key establishment phase and the resilience.

 100  200  300  400  500

number of captured nodes (c)

hop = 1

hop = 2

hop = 3

Figure 5: The resilience against node capture v.s. the
number of captured nodes during the path key establish-
ment phase for our scheme, with m = 200, n = 5000,
d = 100 and h = 1, 2, 3.

4.3 Comparison with Previous Schemes

In this section, we compare the performances of
our scheme (IBPRF) with the EG scheme [18], the
q-composite scheme [6], the polynomial-pool based
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scheme [27], the random pairwise keys scheme [6], the
identity-based random key pre-distribution scheme [8]
and the random scheme with disjoint key pools ap-
proach [10].

4.3.1 Network Connectivity

For comparison of network connectivity, we consider the
polynomial-pool based and the random pairwise schemes
because they are more resilient against node compromise
than EG scheme, q-composite scheme, identity-based ran-
dom key pre-distribution scheme [8] and random scheme
with disjoint key pools approach [10]. It is assumed that
no path key establishment phase is executed after the
direct key establishment phase for the schemes. The
schemes [6, 8, 10, 18] do not support large networks of
arbitrarily big sizes in order to be resilient against node
capture. Moreover, Chan et al. [6] showed that the maxi-
mum supported network sizes for the EG and q-composite
schemes scale linearly with the size m of the key ring.
It is also true for the identity-based random key pre-
distribution scheme [8] and the random scheme with dis-
joint key pools approach [10]. Due to limited memory
storage of sensor nodes, the maximum supported network
sizes for these schemes are rather small in order to be
perfectly resilient against node capture attacks. The re-
lationship between the probability of establishing direct
keys and the maximum supported network size for the
polynomial-pool based scheme, the random pairwise keys
scheme and our scheme (IBPRF) is shown in Figure 6.
We assume that each sensor is capable of storing 200 keys
in its key ring. From this figure, it is very clear that our
scheme (IBPRF) provides better connectivity than the
polynomial-pool based scheme and the random pairwise
keys scheme in order to be resilient against node compro-
mise.

4.3.2 Resilience Against Node Capture

The comparison of resilience against node capture among
different existing schemes and IBPRF is shown in Fig-
ure 7. We assume that each sensor node is capable
of holding 200 cryptographic keys in its memory. For
the EG scheme [18], the q-composite scheme [6] and the
identity-based random key pre-distribution scheme [8], it
follows that even if the number of captured nodes is small,
these schemes may reveal a large fraction of pairwise keys
shared between non-compromised sensors when the key
pool size is chosen smaller. For the random scheme with
disjoint key pools approach [10], we have considered a to-
tal of 10000 nodes are deployed in the network, where
9000 nodes are initially deployed and later on 1000 nodes
in the network. Due to short time period of the net-
work initialization phase, it is assumed here that no nodes
are captured during the network initialization phase, but
nodes are captured after the network initialization phase.
From the figure, it is evident that it provides much better
resilience against node capture attacks as compared to

 1000  2000  3000  4000  5000

maximum supported network size

polynomial-pool(2 shares,t=99)
polynomial-pool(6 shares,t=32)

random pairwise(m=200)
IBPRF(m=200)

Figure 6: The probability p of establishing a common key
v.s. the maximum supported network size n in order to
be resilient against node compromise. Assume that each
sensor node is capable of holding 200 keys.

that for the schemes [6, 8, 18]. However, the identity-
based random key pre-distribution scheme [8] provides
significantly better security against node fabrication at-
tack as compared to that for the schemes [6, 10, 18].
The polynomial-pool based scheme [27] shows that this
scheme is unconditionally secure and t-collusion resistant.
The polynomial pool based scheme has better resilience
against node capture compared to that for the EG and
the q-composite schemes. However, IBPRF and the ran-
dom pairwise keys scheme provide perfect security against
node capture, that is, they are unconditionally secure.

4.3.3 Communication and Computational Over-
heads

The path key establishment is a complicated procedure
and requires more communication and computational
overheads for establishing path keys between neighbor
nodes. We only concentrate on the direct key estab-
lishment phase of different schemes for communication
and computational overheads. For the EG and the q-
composite schemes, when a node wishes to establish pair-
wise keys with its physical neighbor nodes, it needs to
broadcast a list of key ids in plaintext or a list of some
messages encrypted by keys in its key ring. In the
polynomial-pool based scheme, a sensor node needs to
broadcast its own identifier in plaintext or a list of some
messages encrypted by potential pairwise keys based on
its polynomial shares for establishing direct pairwise keys
with its physical neighbors. For the random pairwise keys
scheme, a sensor node needs to broadcast its own identifier
only to its physical neighbors in order to establish pair-
wise keys with its neighbors. For the identity-based ran-
dom key pre-distribution scheme [8], the communication
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number of compromised nodes (c)

IBPRF and random pairwise

polynomial-pool

EG scheme and [8]

q-composite(q=2)

[10]

Figure 7: Comparison of resilience against node cap-
ture among our scheme (IBPRF), random pairwise, EG,
polynomial-pool, q-composite, identity-based random key
pre-distribution [8] and random scheme with disjoint key
pools approach [10] schemes for the direct key estab-
lishment phase. The network connectivity is taken as
p = 0.22 for all the schemes with suitable choices of the
parameters.

overhead is same as the EG scheme and q-composite. In
the random scheme with disjoint key pools approach [10],
during the network initialization phase a node requires to
send a list of m1 key ids from its first key ring, whereas af-
ter the network initialization phase that node requires to
send a list of m2 key ids from its second key ring in order
to establish a secret key with its neighbor node. Thus, the
communication overhead is on the order of the key ring
size for the EG scheme, q-composite scheme, polynomial-
pool scheme, identity-based random key pre-distribution
scheme and random scheme with disjoint key pools ap-
proach. In our proposed scheme (IBPRF), the communi-
cation overhead is only due to one short message sent
by a node to inform its physical neighbor that it has
a pairwise key in its key ring. Hence, IBPRF requires
significantly less communication overhead than the EG,
the q-composite, and the polynomial-pool based schemes.
However, the communication overhead for IBPRF is com-
parable with that for the random pairwise keys scheme.

Liu et al. [27] reported the communication and compu-
tational overheads for direct key establishment phase for
different random key pre-distribution schemes [18], [6] and
the polynomial-pool based scheme [27]. In the EG scheme
and q-composite scheme, the communication overhead is
calculated using the size of the list of keys and for the
the polynomial-pool based scheme it is calculated using
the size of the list of polynomial ids. The communication
overhead for the random pairwise keys scheme is negligi-
ble, since a node needs to send its own identifier to its
neighbor node in order to establish direct key between

them. Now, for the EG scheme, q-composite scheme,
identity-based random key pre-distribution scheme and
random scheme with disjoint key pools approach, the
computational overhead is calculated using the number
of comparisons in identifying the common key(s). In case
of the polynomial-pool based scheme, the computational
overhead is calculated using the number of comparisons in
identifying the common polynomial(s) and the number of
polynomial evaluation(s) between two neighbor nodes. It
is assumed that the ids of keys or polynomials are stored
in ascending order in each node’s key ring and binary
search is performed to locate the id of the common key
or polynomial.

The communication and computational overheads for
direct key establishment between two neighbor nodes of
different schemes are shown in Table 1. M and m de-
note the key pool size and the key ring size for the EG
scheme and q-composite scheme. pEG and ppoly−pool de-
note the probabilities of establishing a direct key be-
tween two neighbor nodes during the direct key establish-
ment phase, respectively. For the polynomial-pool based
scheme, s is the polynomial pool size, s the number of
polynomial shares given to each node, and t the degree
of a symmetric bivariate polynomial over a finite field
Fq. From this table, we note that due to efficient PRF
operation, the computational overhead as well as com-
munication overhead for our scheme (IBPRF) are signifi-
cantly less than those for the EG scheme, the q-composite
scheme, the polynomial-pool based scheme, the identity-
based random key pre-distribution scheme and the ran-
dom scheme with disjoint key pools approach. We also
observe that though the random pairwise keys scheme
does not require any communication overhead and com-
putational overhead, it has poor network connectivity as
compared to that for our scheme (IBPRF) when the net-
work size is large.

5 The Improved Scheme

In this section, we first discuss the motivation behind the
development of the improved version of our basic scheme
(IBPRF). We then describe the different phases of our
improved scheme. Finally, we analyze and compare the
performances of the improved scheme with those for the
previous existing schemes.

5.1 Motivation

From the analysis of our proposed scheme, IBPRF, it fol-
lows that the network connectivity degrades when the net-
work size increases. As a result, IBPRF does not support
a large-scale sensor network. However, IBPRF provides
perfect resilience against node capture and requires only
negligible amounts of communication as well as compu-
tational overheads in order to establish direct pairwise
keys between neighbor sensor nodes during the direct key
establishment phase.
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Table 1: Comparison of communication and computational overheads for direct key establishment phase between our
scheme (IBPRF), EG scheme, q-composite scheme, random pairwise scheme, polynomial-pool scheme, identity-based
random scheme, and random scheme with disjoint key pools approach.

Communication overhead Computational overhead
EG scheme m log M bits 2m+pEG−pEG·m

2 log m
[18] comparisons

q-composite m log M bits m log m comparisons
scheme [6] + 1 hash operation

identity-based m log M bits m PRF operations
random scheme [8] + m log m comparisons

+ 1 hash function
random scheme with m1 log M bits m1 log m1 comparisons

disjoint key (initialization phase) + 1 PRF operation
pools approach [10] m2 log M bits (initialization phase)

(dynamic node addition phase) m2 log m2 comparisons
+ 1 PRF operation

(dynamic node addition phase)
random pairwise 0 0
keys scheme [6]
polynomial-pool s′ log s bits 2s′+ppoly−pool−ppoly−pool·s′

2 log s′

scheme [27] comparisons + 1 t-degree
polynomial evaluation

Our scheme (IBPRF) one notification message 1 PRF operation

As described in [6], the communication patterns within
a sensor network fall into three categories: the first one
is the node to node communications (e.g., aggregation of
sensor readings), the second one is the node to base sta-
tion communication (e.g., sensor readings) and the last
one is the base station to node communication (e.g., spe-
cific requests). As stated in [7], wireless sensor networks
are distributed event-driven systems that differ from tra-
ditional wireless networks in several ways, for examples,
extremely large network size, severe energy constraints,
redundant low-rate data, and many-to-one flows. Thus, in
many sensing applications, connectivity between all sen-
sor nodes is not necessary. Therefore, data centric mech-
anisms should be performed to aggregate redundant data
in order to reduce the energy consumption and traffic load
in wireless sensor networks. As a result, hierarchical het-
erogeneous network model (shown in Figure 1) has more
operational advantages than the distributed flat homoge-
neous model (shown in Figure 2) for wireless sensor net-
works due to inherent limitations of sensors on power and
processing capabilities.

For a large-scale sensor network of 10, 000 sensor nodes,
LEKM [23] and IKDM [7] require 100 cluster heads (if
each cluster has 100 sensors to be communicated with the
cluster head directly). Since a cluster head node is more
expensive device than a sensor node, requirement of more
cluster heads in a HWSN makes its restricted applicability
in practice. We eliminate the problems in LEKM and
IDKM by allowing secret communications between the
sensor nodes in a cluster and only neighboring sensors

of a cluster head in that cluster will communicate with
the cluster head directly. We take the number of sensor
nodes in each cluster such that any two neighbor nodes
(including the cluster head) communicate secretly with
some reasonable probability p.

5.2 Description of our Improved Ap-
proach

Based on a three-tier hierarchical network model (shown
in Figure 1), we propose an improved version of IBPRF
for a large-scale wireless sensor network. In our net-
work model, we partition the deployment field into NCH

number of disjoint cells called groups/clusters. A large
number of sensor nodes, say, n sensor nodes will be de-
ployed into these clusters as follows. The i-th cluster,
say, clusteri, consists of a cluster head (CHi) and a set
of ni sensor nodes (distinct from sensor nodes of other
clusters). Based on the prior deployment knowledge of
the nodes, the sensor nodes in a particular cluster will
be deployed randomly in that cluster and also a cluster
head will be deployed around center of that cluster. Our
approach has the following phases.

5.2.1 Key Pre-distribution Phase

This phase has the following steps:

Step 1. The cluster head, CHi in clusteri is assigned a
unique identifier, say, idCHi and also a unique mas-
ter key MKCHi by the setup server. The purpose of
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loading the master key in the memory of CHi is that
the cluster head CHi will communicate secretly with
the base station. The setup server assigns a unique
identifier, say, idu and also a unique master key MKu

to each sensor node u in each cluster clusteri (i = 1,
2, . . . , NCH). The setup server then forms a pool
Ni of the id idCHi

and the ids of the ni sensor nodes
for the i-th cluster clusteri. We assume that sensor
nodes and cluster head nodes are static after deploy-
ment in the target field.

Step 2. The setup server generates a t-degree symmetric
bivariate polynomial f(x, y) =

∑t
i,j=0 aijx

iyj , where
the coefficients aij (0 ≤ i, j ≤ t) are randomly chosen
from a finite field GF (q), q is a prime that is large
enough to accommodate a symmetric cryptographic
key, with the property that f(x, y) = f(y, x). The
degree t of the polynomial f(x, y) is so chosen such
that t > NCH is satisfied. In this case, even all the
cluster heads will be compromised, the polynomial
will never be compromised. For each cluster head
CHi in clusteri to be deployed, the setup server loads
the polynomial share f(idCHi , y) in the memory of
CHi.

Step 3. For each sensor node u to be deployed in the
cluster clusteri, the setup server selects a set S1 =
{idv1 , idv2 , . . . , idvm} of m randomly selected distinct
ids from the pool Ni. It is noted that any one of
these ids may be the id of the cluster head CHi.
For each idvi ∈ S1 (i = 1, 2, . . . , m), the setup
server computes a pairwise key between nodes u and
vi as ku,vi = PRFMKvi

(idu||idvi), and loads these
key-plus-id combinations (ku,vi , idvi) in the memory
of node u.

Step 4. For the cluster head CHi in the cluster clusteri,
the setup server selects a set S2 = {idw1 , idw2 , . . . ,
idwm} of m randomly selected distinct ids exclud-
ing the id of the cluster head CHi from the pool
Ni. For each idwj ∈ S2 (j = 1, 2, . . . , m), the
setup server computes a pairwise key between the
cluster head CHi and sensor node wj as kCHi,wj =
PRFMKwj

(idCHi ||idwj ), and loads these key-plus-id
combinations (kCHi,wj , idwj ) in the memory of the
cluster head CHi.

Each cluster head (CHi) in the i-th cluster clusteri is
loaded with the following information in its memory be-
fore deployment: (1) its own identifier idCHi , (2) its own
master key MKCHi , (3) a t-degree symmetric polynomial
share f(idCHi , y), and (4) a list of m key-plus-id combina-
tions calculated in Step-4. Each sensor node u in a cluster
receives the following information before its deployment:
(1) its own identifier idu, (2) its own master key MKu,
and (3) a list of m key-plus-id combinations calculated in
Step-3.

5.2.2 Direct Key Establishment Phase

In this phase, we have the following two sub-phases, called
the inter-cluster pairwise key establishment and the intra-
cluster pairwise key establishment.

1) Inter-cluster pairwise key establishment: After de-
ployment, each cluster head broadcasts its own iden-
tifier to its neighboring cluster heads. Assume that
CHi and CHj are two neighboring cluster head
nodes. CHi computes a secret key shared with CHj

as kCHi,CHj
= f(idCHi

, idCHj
). Similarly, CHj com-

putes a secret key shared with CHi as kCHi,CHj
=

f(idCHj
, idCHi

). Since f(x, y) = f(y, x), both cluster
heads CHi and CHj store kCHi,CHj

in their memory
for future communication.

2) Intra-cluster pairwise key establishment: Here we
consider the following cases.

a. Node-to-node pairwise key establishment: After
deployment of sensor nodes in a cluster, each
sensor node broadcasts their own ids to their
physical neighbors in communication ranges.
Two neighbors then establish a secret key be-
tween them as in the direct key establishment
phase of IBPRF (see in Subsection 4.1.2).

b. Node-to-cluster head/Cluster head-to-node
pairwise key establishment: A cluster head
CHi in the i-th cluster clusteri broadcasts
its own id to its physical neighboring sensor
nodes. Similarly, neighboring sensor nodes of
CHi broadcast their ids to their neighbors.
Assume that CHi and u are two neighbors.
CHi will establish a secret pairwise key with u
if the id idu of sensor node u is resident along
with the calculated pairwise key kCHi,u =
PRFMKu(idCHi ||idu) in its key ring. Similarly,
sensor node u will establish a secret pairwise
key with CHi if the id idCHi of CHi is resident
along with the calculated pairwise key ku,CHi =
PRFMKCHi

(idu||idCHi) in its key ring. Assume
the id of node u is found in the key ring of CHi.
The cluster head CHi sends a notification to u
that it has a pairwise key shared with u. Node
u then computes that pairwise key using its
own master key MKu and its own id idu as
well as the id idCHi of CHi.

Remark 4: In IKDM [7], only after the inter-cluster
pairwise key establishment procedure, the cluster head
establishes the pairwise keys with the sensor nodes
in a cluster. We observe from our direct key estab-
lishment procedure that there is no need to perform
the inter-cluster pairwise key establishment before the
intra-cluster pairwise key establishment. Moreover, they
will be performed simultaneously in the network.

A special case: It may be possible that a sensor node,
say u is not deployed in its own cluster, say clusteri, and
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it is deployed in another cluster, say clusterj due to de-
ployment error. After deployment, node u broadcasts a
HELLO message containing its own identifier to the nodes
in its communication range. Similarly, neighbor nodes of
it also broadcasts HELLO messages containing their ids.
In this way, u lists its all neighbors (sensor nodes as well
as cluster head) in its communication range. Since the
node u does not possess any keying information to estab-
lish secret keys with its neighbor nodes in that cluster,
clusterj , it can establish a secret key with a neighbor
node v in that cluster as follows. We use the following
notations for this discussion: Ek(M) : a message M en-
crypted using key k, MACk(M) : a message authentica-
tion code (MAC) for the message M , under the key k,
RNu : a random nonce generated by the sensor node u
(Nonce is a one-time random bit-string, usually used to
achieve freshness), and A||B : data A concatenates with
data B. u → v : M refers to a message M sent from a
node u to another node v.

Step 1. Node u first generates a random nonce RNu,
forms a message containing its own id idu and the
generated nonce RNu, and a computed message au-
thentication code (MAC) on that message under its
own master key MKu. u then sends the following
message to node v:

u → v : (idu||RNu)||MACMKu(idu||RNu).

Step 2. Node v then generates a random nonce RNv and
sends the following message to its cluster head CHj :

v → CHj : (idu||idv||RNu||RNv)||(MACMKu(idu||
RNu)||MACMKv (idv||RNv)).

Step 3. The cluster head CHj simply forwards the re-
ceived message from v to its neighbor cluster head,
if required. This message finally reaches to the base
station (BS) via cluster heads.

CHj → BS : (idu||idv||RNu||RNv)||
(MACMKu(idu||RNu)||MACMKv (idv||RNv)).

Step 4. The BS validates the received message. The
BS computes the massage authentication codes on
idu||RNu using the master key MKu of node u, and
idv||RNv using the master key Mkv of node v. Note
that the base station has the master keys of all sen-
sor nodes. If both computed MACs match with the
corresponding received MACs, both the nodes u and
v are considered as legitimate nodes. After that the
BS generates randomly a secret key ku,v to be shared
by nodes u and v, prepares two protected copies of it:
one is for node u encrypted by MKu and other for
node v encrypted by MKv, and sends the following
message to CHj :

BS → CHj : (EMKu(idu ⊕RNu ⊕ ku,v),
EMKv (idv ⊕RNv ⊕ ku,v)).

Step 5. After receiving the message from the base sta-
tion BS, the cluster head CHj forwards this message
to the node v:

CHj → v : (EMKu
(idu ⊕RNu ⊕ ku,v),

EMKv (idv ⊕RNv ⊕ ku,v)).

Step 6. Node v decrypts EMKv (idv ⊕RNv ⊕ ku,v) using
its own master key MKv and retrieves the key shared
with the node u using its own identifier idv and ran-
dom nonce RNv as ku,v = (idv⊕RNv⊕ku,v)⊕(idv⊕
RNv). v stores this key for future secret communica-
tion with node u. v then sends the following message
containing the first part of its received message to u:

v → u : EMKu(idu ⊕RNu ⊕ ku,v).

Step 7. Similar to node v, after receiving the message
from v, node u decrypts EMKu

(idu ⊕ RNu ⊕ ku,v)
using its own master key MKu and retrieves the key
shared with the node v using its own identifier idu

and random nonce RNu as ku,v = (idu ⊕ RNu ⊕
ku,v) ⊕ (idu ⊕ RNu). Finally, u stores this key ku,v

for future secret communication with the node v.

Due to involvement of the cluster heads and the base
station, we have low communication and computational
overheads in order to establish a secret key between two
neighbor nodes. However, such a special case is unlikely
to happen, because the probability of having a smaller
deployment error is typically higher than the probabil-
ity of having a larger one when the nodes are randomly
deployed in a cluster in the deployment field.

5.2.3 Sensor Node Addition Phase

In order to add a new sensor node u in a cluster, say,
clusteri, the key setup server assigns a unique identi-
fier, idu (different from the ids of compromised sensor
nodes) and a unique master key MKu. The setup server
then performs Step-3 of the key pre-distribution phase
described in Subsection 5.2.1. For the sensor node u, the
setup server selects a set S = {idv1 , idv2 , . . . , idvm} of m
randomly selected distinct ids (including the id of the clus-
ter head CHi) from the pool Ni. For each idvi ∈ S (i = 1,
2, . . . , m), the setup server calculates a pairwise key be-
tween nodes u and vi as ku,vi = PRFMKvi

(idu||idvi), and
loads the key-plus-id combination (ku,vi , idvi) in the mem-
ory of node u. After deployment, node u establishes se-
cret pairwise keys with its neighbor nodes using the intra-
cluster pairwise key establishment procedure described in
Subsection 5.2.2.

5.2.4 Cluster Head Node Addition Phase

If a cluster head node is compromised by an adversary
in the network, it is necessary to redeploy a new cluster
head node in order to replace that compromised cluster
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head node to continue the security services in the net-
work. In order to replace the compromised cluster head
node in a cluster, say, clusteri, the key setup server as-
signs a unique identifier, say, idCHr (different from the
compromised cluster head nodes in the network) and also
a unique master key MKCHr

for the cluster head node
CHr to be deployed. The setup server also replaces the
id and master key of the compromised cluster head node,
say, CHi by the newly assigned id and master key of CHr

in the pool Ni for the cluster clusteri. Similar to Step-
4 in Subsection 5.2.1, the setup server selects a set S of
m randomly selected distinct ids excluding the id of the
cluster head CHr from the pool Ni and then loads the
m key-plus-id combinations {(kCHr,wj

, idwj
), wi ∈ S} in

the memory of the cluster head CHr. In order to es-
tablish pairwise keys with other cluster heads, CHr is
to be loaded with the same t-degree polynomial share
f(idCHr , y). After deployment, the cluster head CHr will
establish the pairwise keys with its neighboring sensor
nodes and cluster heads as described in Subsection 5.2.2.

5.3 Analysis of the Improved Approach

In this section, we analyze the security and performances
of our improved approach.

5.3.1 Network Connectivity

From the inter-cluster pairwise key establishment phase
described in Subsection 5.2.2, we note that every cluster
head can establish a pairwise secret key with its neighbor
cluster heads in the network using its own polynomial
share. Let pclusterhead−clusterhead denote the probability
that a cluster head can establish a pairwise secret key
with its another neighbor cluster head. Since every cluster
head establishes a pairwise secret key with 100% with its
all neighbor cluster head nodes, we have

pclusterhead−clusterhead = 1.

We now consider the network connectivity between two
neighbor nodes for the intra-cluster pairwise key estab-
lishment phase described in Subsection 5.2.2. Let pi be
the probability that any two nodes (including the cluster
head) in a cluster clusteri can establish a secret key be-
tween them. We note that each cluster clusteri consists
of a cluster head CHi and ni sensor nodes. Then, similar
to the analysis of IBPRF, we have,

pi = 1− (1− p′i)
2 ≈ 2 p′i, if p′i is small,

where p′i = 1− (ni
m)

(ni+1
m ) = m

ni+1 is the probability that the id

of a node will be resident in another node’s key ring, since
the node pool is of size ni + 1 and each node is given m
key-plus-id combinations before its deployment. Hence,
the (average) probability that any two neighboring nodes
can establish a pairwise key in a cluster is given by

p =
∑NCH

i=1 pi

NCH
.

 200  400  600  800  1000

number of sensor nodes in a cluster

our improved approach(m=100)
our improved approach(m=150)
our improved approach(m=200)

Figure 8: The probability of establishing a common key
v.s. the number of sensor nodes in each cluster, with m =
100, 150, and 200.

The network connectivity in a cluster versus the number
of sensor nodes in each cluster is shown in Figure 8 with
different values of the key ring sizes. We note from this
figure that one can achieve reasonable network connectiv-
ity with the suitable choice of the number of sensor nodes
to be deployed in each cluster in a large-scale hierarchical
sensor network.

For simulation of network connectivity of our improved
approach, we have considered a square deployment field.
The target field is partitioned into l clusters/groups CHi

(i = 1, 2, . . . , l), each of equal size. For each cluster, we
have deployed a cluster head CHi around the center of
the cluster. The number ni of sensor nodes is taken to
be equal for each cluster. We deploy the ni sensor nodes
randomly in each cluster. The following parameters are
considered for our simulation of network connectivity:

• The number of clusters in the target field is l = 100.

• The number of sensor nodes deployed in each cluster
is ≤ 1000.

• The area of the deployment field is A = 1000m ×
1000m.

• The area of each cluster is 100m× 100m.

• The communication range of each sensor node is 30
meters.

• The average number of nodes for each node is ≤ 100.

We have simulated the network connectivity for each clus-
ter and then taken the average network connectivity for a
cluster. Figure 9 shows the relationship between the sim-
ulated average network connectivity in a cluster versus
the analytical average network connectivity in that clus-
ter, with m = 200. We observe that both the simulation
as well as analysis results tally closely.
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Figure 9: Average network connectivity of a cluster CHi,
with m = 200 and different values of ni.

5.3.2 Security Analysis

In this section, we compare the resilience against sensor
node and cluster head capture for the direct key estab-
lishment phase of our improved approach with the exist-
ing schemes. The comparison of the fraction of compro-
mised keys in non-captured sensor nodes versus number of
captured sensor nodes among our basic scheme (IBPRF),
our improved approach, EG scheme, q-composite scheme,
polynomial-pool based scheme, random pairwise keys
scheme, LEKM, IKDM and deterministic group-based
scheme [11] is shown in Figure 10. The network connectiv-
ity is taken as 0.22 with suitable choices of the parameters
for the EG scheme, q-composite scheme, polynomial-pool
based scheme, random pairwise keys scheme, identity-
based random key pre-distribution scheme [8] and random
scheme with disjoint key pools approach [10]. From this
figure, it is clear that our improved scheme is also perfect
resilient against sensor node capture attack as our basic
scheme (IBPRF), random pairwise keys scheme, LEKM,
IKDM and deterministic group-based scheme [11]. It is
also clear that our improved approach provides signifi-
cantly better security against sensor node capture com-
pared to that for the EG scheme, q-composite scheme,
polynomial-pool based scheme, identity-based random
key pre-distribution scheme and random scheme with dis-
joint key pools approach.

We now compare the network resilience against cluster
head node capture attack during the network initializa-
tion phase and also after the network initialization phase
among our improved approach, LEKM, IKDM and deter-
ministic group-based scheme [11]. In LEKM and IKDM,
we assume that there are 100 sensors in each cluster and
100 cluster heads in the network so that they can sup-
port 10, 000 sensor nodes. In these schemes, all the sen-
sor nodes will communicate with the cluster head node
in a cluster directly. In LEKM, any single cluster head’s

 200  400  600  800  1000

number of captured sensor nodes (c)

IBPRF and our improved approach
random pairwisei, LEKM, IKDM and [11]

EG scheme and [8]
polynomial-pool

[10]
q-composite(q=2)

Figure 10: Fraction of compromised keys in non-captured
sensor nodes v.s. number of captured sensor nodes, with
m = 200. Pe(c) denotes the fraction of compromised
keys in non-captured sensor nodes after capturing c sensor
nodes by an adversary.

capture could compromise the 100 sensors’ secret keys.
In IKDM, if the cluster head nodes are captured in the
network initialization phase, no secret keys in sensors are
compromised. As stated in [28, 39], a widely accepted
assumption is that an adversary will not launch an at-
tack during few minutes following the network initial de-
ployment and the network initialization is expected to be
completed safely. However, in most sensor networks, it is
expected that nodes will be captured after the network
initialization phase only. Hence, in IKDM when a clus-
ter head node is subsequently captured after the network
initialization phase, all the 100 sensors’ secret keys are
compromised directly (as stated in [11]).

In our improved approach, we assume that each sen-
sor node will have d neighbors (for example, d = 100).
The network connectivity for each cluster is taken as
pi ≈ 1.00 for m = 200 and ni = 220. In the deter-
ministic group-based scheme [11], the network connectiv-
ity for each group also becomes pi ≈ 1.00 for m = 200
and ni = 198 in order to provide unconditional security
against node capture attack. If we assume as in LEKM,
IKDM and deterministic group-based scheme that there
are 100 cluster heads in the network, our improved ap-
proach will support 22, 000 sensor nodes whereas LEKM
and IKDM support 10, 000 sensor nodes only, but de-
terministic group-based scheme supports 19, 800 sensor
nodes in the network. The network resilience comparison
against cluster head node capture attack during the net-
work initialization phase among our improved approach,
LEKM, IKDM and deterministic group-based scheme is
shown in Figure 11. From this figure we see that our im-
proved approach, IKDM and deterministic group-based
scheme provide significantly better security as compared
to that for LEKM. Figure 12 illustrates the network re-



International Journal of Network Security, Vol.14, No.1, PP.1–21, Jan. 2012 18

 0  20  40  60  80  100

number of captured cluster heads (c)

our improved scheme, IKDM and [11]
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Figure 11: Number of compromised sensor keys v.s. num-
ber of the compromised cluster heads in the network ini-
tialization phase. Ncluster−head(c) denotes the number of
compromised keys in sensor nodes after capturing c clus-
ter head nodes. In LEKM and IKDM, there are 10, 000
sensor nodes, in deterministic group-based scheme [11],
there are 19, 800 sensor nodes, and in our improved ap-
proach, there are 22, 000 sensor nodes in the network.

silience comparison against cluster head node capture at-
tack after the network initialization phase. We note from
this figure that in our improved approach, even after cap-
turing 100 cluster head nodes, an adversary can compro-
mise only 10, 000 keys in 22, 000 sensors and in deter-
ministic group-based scheme the adversary can compro-
mise only 10, 000 keys in 19, 800 sensors. On the other
hand, the adversary can compromise all 10, 000 keys di-
rectly in 10, 000 sensors in LEKM and IKDM. Paterson
and Stinson showed in [31] that their attacks on IKDM
can result in the compromise of most if not all of the
sensor node keys after a small number of cluster heads
are compromised after the network initialization phase.
As a result, our improved approach and deterministic
group-based scheme provide significantly better resilience
against cluster head node capture as compared to that
for both LEKM and IKDM. Moreover, our improved ap-
proach has better resilience against cluster head node cap-
ture as compared to that for deterministic group-based
scheme.

5.3.3 Overheads

In our improved approach, the communication overhead
remains same as that for our basic scheme (IBPRF) dur-
ing the direct key establishment phase. In LEKM [23],
the communication overhead involves in sending a mes-
sage (in plaintext) to the cluster head by a sensor node in
a cluster consisting of the id of that sensor node, whereas
in IKDM [7] communication overhead is due to sending
a message (in plaintext) to the cluster head by a sen-

 0  20  40  60  80  100

number of captured cluster heads (c)

LEKM, IKDM and [11]

our improved approach

Figure 12: Number of compromised sensor keys v.s. num-
ber of the compromised cluster heads after the network
initialization phase. Ncluster−head(c) denotes the num-
ber of compromised keys in sensor nodes after captur-
ing c cluster head nodes. In LEKM and IKDM, there
are 10, 000 sensor nodes, in deterministic group-based
scheme [11], there are 19, 800 sensor nodes, and in our
improved approach, there are 22, 000 sensor nodes in the
network.

sor node consisting of the id of that sensor node and the
ids of the cluster heads from which the keys stored in
the memory of that sensor node being pre-calculated in
the key pre-distribution phase. In deterministic group-
based scheme, a node requires communication overhead
due to sending a short message consisting of the id of
the polynomial share to its neighbor nodes. Thus, we
see that the communication overhead for our improved
approach is comparable to that for IKDM, LEKM and
deterministic group-based scheme. However, our im-
proved approach requires significantly lower communica-
tion overhead compared to that for the random key pre-
distribution schemes [6, 8, 10, 18, 27].

Our improved approach reduces the computa-
tional overhead than the random key pre-distribution
schemes [6, 8, 10, 18, 27]. However, the computational
overhead for our improved approach is also comparable
with that for LEKM, IKDM and deterministic group-
based scheme. In many applications, fresh sensor nodes
need to be added into an existing network to replace the
power exhausted or compromised sensor nodes. Similarly,
when the cluster head nodes are compromised, it is re-
quired to replace them into an existing network. In ran-
dom key pre-distribution schemes [6, 18, 27], a fresh node
needs to exchange its store information with the existing
nodes after it is deployed into the network. Thus, a fresh
sensor node addition causes lots of additional communica-
tion overheads in a network. In LEKM, fresh sensor node
addition is a complicated energy-consuming procedure. In
IKDM and deterministic group-based scheme, since they
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are based on the polynomial share calculation; there is
no additional key re-assignment and re-distribution op-
erations needed as in LEKM, when new sensor nodes
are joined into an existing network. Thus, our improved
approach, IKDM, LEKM and deterministic group-based
scheme have lower communication overhead than the ran-
dom key pre-distribution schemes [6, 18, 27].

We now consider that a new fresh cluster head node is
to be added into an existing network in order to replace
a compromised cluster head node. In LEKM, since all
the sensor nodes in a cluster communicate directly with
the cluster head, capturing of that cluster head leads to
compromise of all the keys stored in sensor nodes in that
cluster, which means that one has to replace the sensor
nodes in a cluster in order to replace a compromised clus-
ter head in that cluster. As in LEKM, similar problem
also exists in IKDM for adding a fresh cluster head node
in order to replace a compromised cluster head. In our im-
proved approach and deterministic group-based scheme,
it is efficient to replace a compromised cluster head node
in a cluster by a new fresh cluster head node without af-
fecting the existing sensor nodes in that cluster (see in
Subsection 5.2.4).

6 Conclusion

In this paper, we have proposed two new identity-based
random key pre-distribution schemes in wireless sensor
networks. Our first scheme, IBPRF, which is applied for
a distributed wireless sensor network (DWSN) has negligi-
ble computation and communication overheads for estab-
lishing pairwise secret keys between neighbor sensor nodes
during the direct key establishment phase. IBPRF pro-
vides perfect security against node capture and reasonable
network connectivity during the direct key establishment
phase. In addition, IBPRF supports addition of new sen-
sor nodes after initial deployment efficiently compared to
the existing random key pre-distribution schemes. Our
second scheme which is an improved version of IBPRF
supports a large-scale sensor network in a hierarchical ar-
chitecture. Our improved approach provides better con-
nectivity in the network compared to IBPRF and exist-
ing random key pre-distribution schemes. This scheme
has also negligible communication and computation over-
heads as IBPRF has. It provides perfect security against
sensor node capture in the network. It is also highly scal-
able than LEKM, IKDM and deterministic group-based
scheme. Moreover, it provides efficiently addition of new
sensor nodes and cluster head nodes after initial deploy-
ment compared to the existing schemes such as LEKM
and IKDM in an HWSN.
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