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Abstract

The detection and isolation of compromised nodes in wire-
less sensor networks is a difficult task. However, failure to
identify and isolate compromised nodes results in signifi-
cant security breaches which lowers the integrity of gath-
ered data. Using a reputation-based trust framework for
wireless sensor networks we introduce a location-aware,
trust-based protocol that detects and isolates compro-
mised nodes. We employ a secure cluster formation al-
gorithm to facilitate the establishment of trusted clusters
via pre-distributed keys. Reputation and trust is built
over time through the monitoring of neighboring nodes.
Our scheme provides a mechanism for developing repu-
tation and trust so that a device can determine whether
other devices have been compromised, and take correc-
tive action, through negative information sharing and in-
dependent trust-based decision making. We also present
a simple location verification algorithm that utilizes the
received signal strength information in the process of ver-
ifying reported location information. The effectiveness of
our approach in the detection and isolation of compro-
mise nodes is validated through simulation. The results
indicate that our scheme provides an effective mechanism
for detecting and isolating compromised colluding nodes.
Keywords: Beta reputation, detection, reputation, trust,
wireless sensor networks

1 Introduction

Wireless sensor networks are emerging as very important
tools in the gathering and dissemination of mission critical
information in real time. As a result of the importance
and usefulness of the data that will traverse these net-

works, it is necessary that sufficient security is in place to
prevent the leakage or compromise of this data [5, 6, 35].
However, sensor networks pose unique new challenges that
prevent the direct application of traditional security tech-
niques [9, 19, 21, 34]. For economic viability, wireless sen-
sor nodes are limited in power, computation capabilities
and memory. The limitation of memory and processing
capabilities makes public key cryptography and digital
signature infeasible. In addition, the limited power of
these tiny sensor nodes makes the communication over-
head of traditional security algorithms unbearable. Fur-
thermore, the lack of infrastructure, the insecure nature of
wireless communication channel, and the hostile deploy-
ment environments present additional security vulnerabil-
ities.

Several works to address the security issues of wireless
sensor networks have been proposed. Perrig et al. [27]
proposed a scheme for authenticated broadcast and data
integrity. Karlof et al. [18] have identified a number of
security vulnerabilities in wireless sensor routing proto-
cols. Wood et al. [36] have comprehensively assessed de-
nial of service (DoS) attacks on wireless sensor networks
and suggested that wireless sensor networks’ routing pro-
tocol must incorporate security features at the protocol
design phase. The aforementioned works amongst others
addressed the issue of external security attack in wireless
sensor networks; however, only a few attempt to effec-
tively detect and isolate compromised or malicious nodes
that have gained access to the network through compro-
mising encryption keys. Security techniques alone are not
sufficient in securing these networks from internal attacks.
It is necessary that trust-based mechanisms are employed
since the compromised nodes would, by definition, have
access to the network and possess the relevant keying ma-
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terial.
In this paper we present a localized protocol, which

mitigates internal attacks through trust-based decision
making. We employ location awareness, a common fea-
ture of many sensor network applications, and received
signal strength in the validation of location information.
Our reputation-based trust model is dynamic, that is,
trust metrics are constantly being refreshed. Reputation
in our work is a probabilistic distribution similar in na-
ture as found in [10, 17]. Fundamental to our approach is
the ability of nodes to monitor the traffic going in and out
of their neighbors [10, 20]. We employ a data structure
that stores the trust values in a trust table maintained by
each node. Each node builds and maintains its trust table
by monitoring its neighbors [20, 29]. The novelty lies in
our approach of independent assessment and trust-based
decision making on the reception of negative information
and; the inclusion of location awareness as an element in
trust building. Our contributions are:

• Resilience to node compromise- our scheme offers
reputation-based monitoring that facilitates the de-
tection and isolation of untrustworthy nodes.

• Location awareness- we integrate location awareness
in our reputation-based scheme in order to enhance
the integrity.

We also introduce a simple scheme that uses received sig-
nal strength to verify the location information.

2 Related Work

The issue of security in ad hoc and wireless sensor net-
works has been addressed in [3, 13, 16, 28, 33, 34, 36, 37].
In [36], the authors presented a comprehensive assessment
of various denial-of- service (DoS) attacks and counter
measures and how these apply to wireless sensor networks.
These attacks are presented based on the security vul-
nerability of the physical, data link, network, and trans-
port layers. In [18], the authors evaluated a number of
wireless sensor network routing protocols and highlighted
their weaknesses. They showed the security threats and
proposed countermeasures.

A number of trust-based protocols for mobile ad hoc
networks (MANETs) and wireless sensor networks have
been proposed. We will first discuss ad hoc networks
then highlight some works that specifically address wire-
less sensor networks. In [12], the authors proposed a
secure routing solution to find an end-to-end route free
of malicious nodes with the collaborative effort from the
neighbors. Their solution also secures the network against
colluding malicious nodes. A framework for comput-
ing and distributing trust in mobile ad hoc networks is
also proposed. The proposed protocol is an extension of
the Ad Hoc On-Demand Distance-Vector (AODV) Pro-
tocol and the authors’ previous work Trusted-AODV (T-
AODV) [11, 30]. In [38], the authors proposed a tech-
nique, Security-Aware ad hoc Routing (SAR), that in-

corporates security attributes as parameters into ad hoc
route discovery. The protocol is an augmentation of
AODV, which incorporates a trust level metric in the
Route Request (RREQ) message. A hierarchical trust
level is implemented among the nodes.

In [29], the authors proposed a framework for the es-
tablishment and management of trust in an ad hoc net-
work without the aid of a central authority. A model is
proposed in which trust is derived by assigning weights
to various observable and measurable network activities
or “trust categories”. Examples of these include data
packets received, control packets received, and data for-
warded. The authors proposed an augmentation of the
Dynamic Source Routing (DSR) protocol that uses pas-
sive acknowledgements with nodes operating in promiscu-
ous mode to observe network communication. Each node
is able to compute the trust level of other nodes. Assign-
ment of trust levels to each node facilitates a trustworthy
source to destination path. While the authors did not ad-
dress wireless sensor networks specifically, we found this
work to be helpful in the formulation of our cluster-based
distributive trust framework for wireless sensor networks.

A secure trust-based public key authentication service
to prevent nodes from receiving false public keys from ma-
licious nodes is proposed in [23]. The system does not rely
on any trusted-third party. The trust model follows the
”web of trust” approach. The model uses digital signa-
ture as its form of introduction. Any node signs another’s
public key with its own private key to establish a web of
trust. The nodes in the network monitor each other and
update their trust table, which is stored at each node,
accordingly. The public key management mechanism en-
dures the false certificate issued by dishonest users and
malicious nodes, and avoids them being selected as in-
troducing nodes. The use of digital signature makes this
approach impractical for sensor networks due to the lim-
ited power and computational capacity of wireless sensor
nodes.

All of the trust-based papers discussed so far were de-
veloped for ad hoc networks and were not necessarily suit-
able for wireless sensor network due to the power, mem-
ory, and computational requirements of the nodes. We
now discuss proposals that were specifically designed for
wireless sensor networks.

A reputation-based framework for wireless sensor net-
works that utilizes Bayesian formulation and beta distri-
bution is proposed in [10]. A watchdog mechanism resides
in the middleware of each node and collects observable in-
formation. Second hand information is also included in
the statistical computation of reputation. This informa-
tion is gathered from nodes in the neighborhood. Direct
observation and second hand information together facil-
itates a decentralized reputation-based system. The in-
clusion of second hand information would normally im-
ply that the protocol is susceptible to badmouthing at-
tacks. However, the authors remove this threat by allow-
ing the nodes to only propagate good reputation informa-
tion about other nodes. As the authors themselves point
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out, this resiliency comes at the cost of system efficiency
as now the nodes cannot exchange their bad experiences
about malicious/faulty nodes in the network. We use a
similar trust model in our work. Each node maintains
independent trust tables based on direct observation. We
allow the sharing of only negative information. However,
this is weighed against information obtained through di-
rect interaction in any trust-based decision making. This
approach efficiently deals with the threat of badmouthing
attacks without any loss of system efficiency.

In [1], the authors proposed a “key infection” proto-
col that establishes a trust framework for the distribution
of keys in a non-critical commodity sensor network. The
nodes broadcast keying material as they are deployed and
begin making contact with other nodes. Nodes gradually
increase their broadcast transmission power until contact
is made with another node. On contact, keying materi-
als are exchanged in plain text with each other. One of
the premises of this paper is that in a non-mission critical
commodity wireless sensor network it is reasonable to as-
sume that adversarial nodes are not present at the setup
phase of the network. The authors argue that economic
factors would prevent adversarial nodes from appearing
during the setup phase since this would require the ad-
versary to place many nodes in various locations with the
hope that a network will be deployed in one of those lo-
cations. This would be a highly costly approach for the
adversary and is considered impractical for non-mission
critical commodity wireless sensor networks. We agree
with the authors and incorporate their ’real world’ attack
model that excludes the existence of a global adversary
during the network setup phase in our framework.

3 Modelling Reputation and
Trust: A Probabilistic Model

Reputation and trust are the common basis of interactions
that requires the performance of a future task based on
past behavior. Trust and reputation have become impor-
tant topics of research in many fields including psychol-
ogy, philosophy, economics, and computer science. Expert
researchers have employed various definitions of trust and
reputations. We rely on the following definitions of these
two terms:

• Reputation: perception that an agent creates about
another agent’s intention and norms, through direct
or indirect observation of its’ past actions [22].

• Trust: a subjective expectation an agent has about
another’s future behavior with respect to a specific
action.

3.1 Basic Notation

In a wireless sensor network consisting of n nodes, we de-
note the set of all nodes as S = {s1, s2, . . . , sn} where
n ≥ 2. After deployment, pairs of nodes {si, s)j} ⊆ S

may interact directly with each other in order to perform
a specific task that requires cooperation. Such an inter-
action may be considered successful by si if sj cooperates
in the performance of the task. From the perspective of
si, the outcome of this interaction is successful if sj co-
operates or unsuccessful if sj does not cooperate. The
history of observed outcome between si and sj , from the
perspective of si, is recorded at any time t as a tuple,
Ht

sij
= (Ct

sij
, dt

sij
) where the value of ct

sij
is the number

of successful interaction (cooperation) of sj with si, while
dt

sij
is the number of unsuccessful interactions.

3.2 Beta Distribution

Various distributions such as beta, Poisson, and Gaussian
have been used to represent the reputation of an agent
(node). The beta distribution has been employed in a
number of works [10, 17, 26]. Jφsang [17], in particu-
lar, has provided a thorough treatment of beta distribu-
tion and its usefulness in reputation systems. We opted
to use beta distribution because of its simplicity, strong
foundation on statistical theory, the fact that its com-
putation requires mainly two parameters (which make it
quite applicable for the memory constrained wireless sen-
sor nodes), and its appropriateness in representing the
probability distribution of binary events.

We will now define the beta distribution, its probability
density function, and its statistical expectation. The beta
distribution function B(v, w) is defined as:

B(v, w) =
∫ 1

0

uv−1(1− u)ω−1du,

where the shape parameters v > 0 and ω > o. The beta
probability density function (pdf) is defined as:

f(p|v, ω) = pv−1(1− p)ω−1/B(v, ω),

where 0 ≤ p ≤ and v, ω > 0. For mathematical conve-
nience, the beta probability density function f(p|v, ω) can
be expressed using the gamma function τ as:

f(p|v, ω) =
τ(v + ω)
τ(v)τ(ω)

pv−1(1− p)ω−1,

where 0 ≤ p ≤ 1, v > 0, ω > 0 with the restriction that
the probability variable p 6= 0 if and v < 1 if The expected
value for the beta distribution is defined as:

E(p) = v/(v + ω),

where p is a probability variable.

3.3 Modelling Reputation

The reputation of node sj that is maintained at node si

at any time t is defined as [17]:

Rt
sij

=
τ(v + ω)
τ(v)τ(ω)

pv(1− p)ω,
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where 0 ≤ p ≤ 1, v > 0, ω > 0; setting vt
sij

+ 1 and
ω = dt

sij
+1, where ct

sij
, dt

sij
≥ 0. A simple check to assess

the accuracy of our model is to compute the reputation
between two nodes with no prior experience, that is, ct

sij
,

dt
sij

= 0.
This leads to Rt

sij− = Beta(1, 1) = uni(0, 1). This
agrees with intuition that without prior information, the
most reasonable reputation function is the uniform dis-
tribution, which means that both possibilities are equally
likely of occurring in the future.

3.4 Modelling Trust

We have employed the beta distribution function in mod-
elling reputation between two nodes; however, equally im-
portant is the requirement to have a means of comparing
the relative trustworthiness of the nodes within the con-
text of the network. Consistent with our definition of
trust, we define a trust metric that quantifies the level of
trust the nodes are willing to exhibit towards each other
based on past experiences. We define our trust metric
between two nodes si and sj , from the perspective of si,
as [17]:

Tsij = E(Rt
sij

) = v/(v + ω)

= ct
sij

+ 1/ct
sij

+ dt
sij

+ 2.

This gives a trust metric in the range [0, 1] where the
value 0.5 represents a neutral rating.

3.5 Modelling Uncertainty

Based on our trust metric it is easy to see that various
nodes can exhibit the same level of trust, though, with a
varying number of interactions between the two parties.
For example, let us consider the trust levels of nodes sj

and sk, from the perspective of si. The trust values are:

Tsij = 0.5 where ct
sij

= 2 and dt
sij

= 2;

Tsij = 0.5 where ct
sij

= 21 and dt
sij

= 21.

A pertinent question is: Which trust level would si

be willing to exercise a greater belief in? The intuitive
and correct response should be Tsik

based on the fact
that si has a greater number of observations to assess
the trust level of sk. In other words, a greater amount of
information should lead to a greater level of certainty. It is
generally accepted that uncertainty arises from the lack
of complete information. To somewhat compensate for
uncertainty and to better facilitate trust-based decision
making we introduce a confidence metric derived from
the standard definition of entropy.

For a continuous probability density function (pdf),
f(x), information content (or entropy) is defined in the
literature as:

I = −
∫ −∞

+∞
f(x) ln(f(x))dx.

We adhere to the school of thought that views entropy
as a measure of uncertainty about the occurrence of a
future event. In light of this, we define our confidence
metric between two nodes si and sj , from the perspective
of si, as:

nij = | 1

− ∫ −∞
+∞ f(x) ln(f(x))dx

|,

where − ∫ −∞
+∞ f(x) ln(f(x))dx 6= 0, in this particular case,

represents the beta density function which models the rep-
utation between the two nodes.

3.6 Updating Reputation

Given the reputation, Rt
sij

, between two nodes si and sj ,

the reputation q time later, R
(t+q)
sij , where q > 0, is com-

puted as by incorporating the number of successful inter-
actions (cQ

sij
) and the number of unsuccessful interactions

(dQ
sij

) during the period t to (t + q) as follows :

ct+q
sij

= ct
sij

+ cQ
sij

; dt+q
sij

= dt
sij

+ dQ
sij

;

R(t+q)
sij

= Beta(ct+q
sij

+ 1, dt+q
sij

+ 1).

3.7 Aging

Intuitively, recently obtained information used to approx-
imate trustworthiness should carry a greater weight than
older information. This prevents compromised or mali-
cious nodes from taking advantage of initial high trust-
worthiness. We achieved this through exponential aver-
aging as proposed in [17] and employed in [10].

cnew
sij

= (wage ∗ ct
sij

) + m;

dnew
sij

= (wage ∗ dt
sij

) + n.

Here wage is the age weighting factor and takes values
in the range (0, 1); m and n are the number of successful
interactions and unsuccessful interactions respectively, for
the period from the last computation of ct

sij
and dt

sij
to

the current time.

4 Trust Based Protocol

In this section, we highlight our trust-based framework
and state assumptions, the threat model, and describe
the details of our algorithms.

4.1 Assumptions of Model

A number of assumptions are made concerning the frame-
work in which the wireless sensor nodes operate. First,
a reliable link layer protocol is assumed. Once the clus-
ters are formed they maintain the same members, except
for cases where nodes are blacklisted, die, or when new
nodes join the network. All the nodes communicate via a
shared bidirectional wireless channel and operate in the
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promiscuous mode. The nodes remain fairly stationary
most of the time. The nodes know their locations and
have unique local IDs. They are able to determine the
received signal strength of all the received packets. In
addition, each wireless node maintains a data structure
that facilitates the storage of a trust table that includes
all their one-hop neighbors.

We do not consider key distribution, but we assume
that each node has three keys; a master, cluster, and
pairwise. The master key is shared by every node and fa-
cilitates broadcast by the base station. Members of each
cluster share the cluster key. Each cluster has a different
cluster key. This key facilitates multicasting communi-
cation from the base station to a cluster and also group
communication within the clusters themselves. The pair-
wise key allows node-to-node communication. The master
key, we assume, is placed in the nodes during the manu-
facturing process. The manufacturing process cannot be
compromised.

4.2 Threat Model

We consider a threat scenario which consists of malicious
(or compromised) nodes that are deployed after the setup
phase of the network. Attackers have the ability to col-
lude.

We consider a threat scenario which consists of mali-
cious (or compromised) nodes that are deployed after the
setup phase of the network. Attackers have the ability
to collude.We consider a threat scenario which consists of
malicious (or compromised) nodes that are deployed after
the setup phase of the network. Attackers have the ability
to collude.

4.3 Location-aware Compromised Node
Detection and Isolation

Within the context of the modelling framework we have
established for reputation, trust, and uncertainty, we now
describe our location-aware reputation-based trust mech-
anism. Our system has three phases: node discovery &
trust initialization, maintenance, and revocation. The
node discovery & trust initialization occurs first from a
chronological perspective while the maintenance and re-
vocation phase overlap in time.

In the node discovery & initialization phase, which im-
mediately follows deployment, each node periodically, in
the order of seconds, broadcasts one-hop hello packets to
discover its neighbors. On the reception of a hello mes-
sage from node si, node sj replies with an authenticated
message using the pairwise key. Embedded in the reply
are sj ’s node ID and location information. If node sj is
verified to be authentic, then it is recorded in ’s neighbors
list (trust table), and its trust value is initialized. Figure 1
gives a high level description of the node discovery & trust
initialization phase algorithm. Immediately following the
node discovery & trust initialization phase, a secure clus-
ter formation algorithm is executed. The detail of this is

explained later.

Figure 1: High level description of the node discovery and
trust initialization algorithm

The maintenance phase involves updating reputation,
trust, and confidence metrics according to the modelling
parameters we described in Section 3. This phase occurs
a certain time after the node discovery & trust initial-
ization phase and cluster formation period. During this
phase the nodes monitor the traffic coming in and out of
their neighbors. Periodically, the history of observed out-
come is updated by updating Ht

sij
= (ct

sij
, dt

sij
). For each

of these updates, the corresponding trust and confidence
metrics are also updated. The trust metric is updated by
computing Tsij = E(Rt

sij). The confidence metric is up-
dated by computing using Equations 1. Figure 2 gives a
high level description of the maintenance phase algorithm.

Figure 2: High level description of maintenance phase
algorithm

The purpose of our revocation algorithm is to remove
untrustworthy nodes from the network. Each node peri-
odically checks its trust table for the node that has the
lowest trust metric. If the node selected also has a con-
fidence value above a predetermined threshold then that
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node is blacklisted. In addition, its node ID is broad-
casted as being untrustworthy. (Note that the confidence
metric value is a measure of the certainty of the calcu-
lated trust value. The higher the confidence metric, the
more certain the calculated trust value). If in selecting
the node with lowest trust metric there is a tie with both
the trust and confidence values, then one of the nodes is
randomly selected. On the reception of an untrustwor-
thy node broadcast, each node searches its trust table for
a match. The broadcasted untrustworthy node is black-
listed by other nodes by setting its trust value to -1 if all
of the following conditions are met:

1) the broadcasted untrustworthy node has a lower trust
value than the broadcaster (sender of the untrustwor-
thy node’s ID), and

2) the broadcaster trust level is above a certain thresh-
old.

No future trust update is performed or cooperation facil-
itated between nodes with -1 trust values. This simple
algorithm is in agreement with social exchanges, among
a group of people, which penalize others based on third
party recommendations. Within this context, penalty is
based on the relative trustworthiness of the third party
making the recommendation and the subject of the rec-
ommendation. Figure 3 describes our revocation phase
algorithm.

Figure 3: High level description of revocation phase algo-
rithm

4.4 Location Verification Algorithm

We assume that our nodes are aware of their location.
To achieve this, generally two approaches are employed:
range- free such as [2, 14, 15, 24] and range-based such
as [4, 8, 25, 32]. While we recognize the advantages and
disadvantages of the two approaches, we believe that any

of these, suitably adapted, can be employed in our model.
However, for convenience, we assume that each node is
able to determine its precise location.

Sastry et ta. [31] proposed the Echo protocol, a secure
location verification algorithm. However, their method
does not verify the precise location but rather if a node is
within the region it claimed. In addition, the nodes must
be able to communicate using both radio frequency and
sound (typically ultrasound frequencies). Our protocol
differs in that we further limit the location possibilities
to a narrow region along a concentric circle. In addition
to location awareness, we assume that a distribution of
received signal strength variation is known a prior, and
that it is uniform. Further to this we assume that the
standard deviation of the distribution has been computed
beforehand. Later we will explain the reasons for the as-
sumptions of the standard deviation and the known dis-
tribution of the received signal. Finally, all parameters
relating to the path loss model are assumed known.

Our protocol aims to validate location information
rather than to detect nodes that deliberately report fal-
sified location information. However, through our valida-
tion process, nodes that falsify location information can
be detected and isolated. Our protocol is described as fol-
lows: node si, wishing to obtain the location of another,
node sj , generates a random nonce and sends to node
sj . Node sj responds by sending a message that includes
its node ID, location (XYj), and a message authentica-
tion tag encrypted with the pairwise key, Lji, as shown
in Figure 4. On reception of the reply, node si decrypts
and authenticates the message by computing the message
authentication code (MAC). If the response is authentic
and fresh, then si node computes node sj ’s approximate
distance by using the received signal strength of the reply
from node sj .

If the difference between the reported and computed
locations is greater than the threshold (i.e. one or more
standard deviation), then node si blacklists node sj , oth-
erwise node sj ’s reported location is confirmed.

4.5 Secure Cluster Formation Algorithm

We use the protocol proposed in [7] to establish trusted
clusters in the initial stages of the network through the use
of pre-distributed keys. Immediately after the Node Dis-
covery & Trust Initialization Phase, each node si, waits a
random time (according to an exponential function) be-
fore broadcasting, at most, one “Cluster head” message
to its neighbors declaring its decision to become a cluster
head. This broadcast is encrypted using Km so that the
message is transmitted securely in an untrustworthy envi-
ronment. Only nodes preloaded with the master key will
be able to decrypt the message. As in [7], the encrypted
message contains the ID of the node i (IDi), its cluster
key Ki

c, and an authentication tag as follows:

EKm(IDi|Ki
c|MACKm(〈IDi|Ki

c〉)).
Upon receiving a “Cluster head” message, a node de-
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(a) High level description of location verification algorithm

(b) Retailed description of location verification algorithm

Figure 4: The location verification algorithms

crypts and authenticates the message. It then does one
of the following:

1) If the node has not made any decision about its role
as yet and if the “Cluster head” is sent by a node
whose trust level is above the threshold, it joins the
cluster of the node that sent the “Cluster head” and
cancels its timer. It joins the cluster by replying to
the cluster head with a message encrypted by Ki

c and
containing its IDi;

2) If the node has already decided its role, it rejects
the message. This happens because the node already
joined a cluster or the node already sent a “Cluster
head” message;

3) If the “Cluster head” message is from a previously
blacklisted node, the message is ignored.

If after a period of time a node did not receive a “Cluster
head” message or no node responded to its “Cluster head”
message, then it declares itself a cluster head. In this case,
the cluster head has only itself as a member of the cluster.

5 Analysis of the Accuracy of the
Location Verification Scheme

Figure 5 gives a depiction of the region in which a loca-
tion claim can be verified by node si to be correct. Node
si cannot verify the claim of any node, such as node sj ,
which is located beyond the shaded area. If the distance
reported exactly matches what was calculated, then the
node whose location is being verified would lie at any
point on the circumference of the inner circle. This occur-
rence, however, would not be expected to occur frequently
due to the variation in the received signal strength. Our
challenges here are:

Figure 5: Depiction of location verification region

1) to ensure that the shaded region is narrow so that
the mechanism is precise, that is, nσ is small where
n ≥ 1, and
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2) to ensure that the region within the diameter of
d + nσ includes almost all of the possible locations
of a truthful node. If the former condition is not
met, then the mechanism will allow the scope for
false reporting without penalty. Failure to meet the
latter condition will result in a significant percentage
of nodes being wrongly penalized for authentic re-
ports of location. Selecting the correct multiple of σ
for the application is important in properly balancing
the requirements of these two important conditions.

Figure 6 shows a uniform distribution and the percent-
age of data points corresponding to multiples of the stan-
dard deviation. From Table 1 it can be deduced that if one
standard deviation is used as our threshold, then it is ex-
pected that 84.14% of the possible locations points would
be covered by the circle with diameter d + nσ, allowing
us an error margin of 15.86%. If two standard deviations
are used, then 97.73% of the locations are covered with
error margin of 2.27%. The accuracy approaches 100% as
we increase the multiple of standard deviation.

Figure 6: Uniform distributed data sample of RSS

If we assume that: d >> σ, and that σ is relatively
small, then we can safely use 3 or more σ so that our accu-
racy is greater than 99% while maintaining a very narrow
region of possible locations. This implies that the shaded
region in Figure 5, in relation to the distance d, would
be much narrower than shown. It also demonstrates the
precision of our approach in verifying location, bearing in
mind that we are solely interested in distance verification.
The particular orientation of the nodes is not relevant to
this discussion.

The security of our mechanism lies in the strength
of the encryption algorithm. Of course a node can al-
ways adjust its power level and falsely report its location.
However, we do not attempt to prevent nor detect these
types of scenarios; we are only concerned in using signal
strength to validate location information and thus aid in
the prediction of future cooperation.

6 Simulations

We primarily use a discrete event C/C++ simulator to
evaluate our protocol. We randomly distribute the nodes
in a 50 m2 area. For convenience, we set the aging fac-
tor to 1. We deployed nodes numbering in the range of
5 and 100 for each set of experiments. We have defined

four types of nodes: good, bad, colluding, and random.
Good nodes are set to have a packet drop rate less than 20
%. Bad nodes have a packet drop rate of 70% or greater.
Colluding nodes are bad nodes with a packet drop rate
of less than 20% amongst themselves, and greater than
70% with other non-colluding nodes, whether these non-
colluding nodes are good or bad. We use a simple message
exchange protocol where each node randomly sends mes-
sages to any nodes in its neighbor list that is not black-
listed. We investigate only intra-cluster communication
and the efficacy of our protocol in isolating malicious or
compromised members. For the simulation, we assume
that all the cluster members share a common cluster key
and thus can overhear the communication within the clus-
ter. We set the transceiver range such that all nodes are
within broadcast range. We use the mean of 30 simulation
runs for each experiment.

Figures 7 and 8 demonstrate the average trust and av-
erage drop packet ratio respectively, versus the simulation
round for a good node. The total number of nodes in the
cluster is 20; this includes two bad nodes and two random
nodes that we arbitrarily selected.

Figure 7: Average trust versus simulation round

Figure 8: Average percentage drop packet versus simula-
tion round
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Table 1: Confidence intervals of a uniform distributed sample of RSS

Multiple of Percentage of Percentage of all possible location covered
standard deviations sample points included by circle with diameter (d + nσ)
σ 68.27% 84.14%
2σ 94.45% 97.73%
3σ 99.73% 99.87%
4σ 99.99% 99.99%

No colluding nodes are employed in this set of exper-
iments. Figure 7 shows that at the outset of the simu-
lation, the average trust increases linearly however, after
a period of time (simulation round) the average trust re-
mains constant. This occurs because after a certain num-
ber of simulation rounds, increased cooperation among
nodes makes less impact on the computed trust levels.
The trust level stabilizes to the average cooperation being
experienced with its neighbors. Figure 8 shows that the
average percentage packet drop remains fairly constant af-
ter a limited number of simulations. This is because the
bad nodes have been identified and blacklisted; therefore
less packets are dropped by neighboring nodes (cluster
members). Early detection and isolation allow savings
in bandwidth and communication power that would be
needed for the re-transmission of packets.

Figure 9 demonstrates the relationship between the
Average Percentage Drop Packet and the Average Trust
for the neighbors of a bad node. Initially, we see that the
average gradually increases, and then rapidly increases to
almost 100%. We explain this trend as follows: at the
outset, the nodes cooperate with the compromised node;
however, as its neighbors record its activities and com-
pute its trust level, they initiate a process of blacklisting,
this takes a brief period before basically all the nodes in
the cluster blacklist this node.

Figure 9: Average percentage drop packet versus simula-
tion round of bad node

We set up a different experiment to study the ability of
the protocol to isolate compromise nodes. We set 5% of
the nodes as bad while the others are good. No colluding
or random nodes are included. We systematically increase

the number of nodes in increments of 5 from 0 to 60. We
use the same data exchange protocol as before, and the
data rate was set to 2 Mb/s. Packet lengths are 10kbit
and one is generated every second. Figure 10 shows that
the probability of compromised node detection is certain
when the number of neighboring nodes is 15 or less. As
the number of neighboring nodes increases, the probabil-
ity of blacklisting by more than 40% of the neighboring
nodes decreases. This is as a result of the increasing col-
lision of packets as the density of the cluster increases.
This collision causes an increase in false positives by the
monitoring nodes.

Figure 10: Probability of compromised node isolation by
more than 40% of neighbors

We repeat the previous experiment setup with the fol-
lowing modifications: 100 nodes were deployed; only col-
luding and good nodes were included. We systematically
increased the percentage of colluding nodes to a maximum
of 60%. We determined the probability of isolating an ar-
bitrarily selected colluding node by 30% of its neighbors
(non-colluding neighbors) as the percentage of colluding
nodes increases. Figure 11 shows that this probability is 1
for a relatively small percentage of colluding nodes. How-
ever; it decreases exponentially and approaches 0 with fur-
ther increase in the percentage of colluding nodes. This
occurs because it becomes increasingly difficult for a good
node to spread negative information that results in the
isolation of compromised colluding nodes in the presence
of increasing percentage of colluding nodes. This is as
a result of the accumulation of falsified reporting by the
colluding nodes.
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Figure 11: Probability of blacklisting colluding nodes by
40% of neighbors

7 Conclusion

We have presented a location-aware trust-based localized
protocol that is able to detect and isolate compromised
or malicious nodes. Our protocol is designed in the con-
text of a cluster-based network model with nodes that
have unique local IDs. We employ a beta reputation-
based trust model. We introduce a simple location ver-
ification protocol that validates reported location infor-
mation. Our protocol is assessed by its ability to detect
and isolate compromised nodes. Simulations indicate that
our protocol effectively detects and isolates compromised
nodes even in the presence of colluding nodes.
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